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Abstract

This paper uses the canonical New Keynesian macroeconomic model—augmented with the
standard financial accelerator mechanism—to study the extent to which disruptions in financial
markets can account for U.S. economic fluctuations during the 1985–2009 period. The key fea-
ture of the model is that financial shocks drive a wedge between the required return on capital
and the safe rate of return on household savings. A widening of this wedge causes a decline in
investment spending and a worsening in the quality of borrowers’ balance sheets, factors that
lead to a mutually-reinforcing deterioration in financial conditions. We employ the methodology
developed by Gilchrist and Zakraǰsek [2011b] to construct a measure of distress in the financial
sector, which is used to simulate the model. Our simulations indicate that an intensification of
financial stresses implies a sharp widening of credit spreads, a significant slowdown in economic
activity, a decline in short-term interest rates, and a persistent disinflation. Moreover, such
financial market disruptions account for the bulk of contraction in U.S. economic activity that
occurred during the last three recessions; these disturbances also generate the investment booms
that characterized the 1995–2000 and 2003–06 periods. We also consider the potential benefits
of a monetary policy rule that allows the short-term nominal rate to respond to changes in
financial conditions as measured by movements in credit spreads. We show that such a spread-
augmented policy rule can effectively damp the negative consequences of financial disruptions
on real economic activity.
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1 Introduction

The acute financial turmoil that raged in global financial markets following the collapse of Lehman

Brothers in the early autumn of 2008 plunged the United States into the most severe recession

since the Great Depression. The roots of this economic calamity can be found in the meltdown of

the subprime mortgage market in the wake of an unexpected and prolonged decline in house prices

that materialized in late 2006. The ensuing financial stresses caused enormous liquidity problems

in interbank funding markets and ultimately led to the sudden collapse of several major financial

institutions and a sharp reduction in credit intermediation; see Brunnermeier [2009] and Gorton

[2009] for a detailed account of the 2007–09 financial crisis. Responding to the cascade of massive

shocks that roiled financial markets in the latter part of 2008, the U.S. government—in the hope of

preventing the financial meltdown from engulfing the real economy—intervened in financial markets

at an unprecedented scale, actions that continue to divide economists, policymakers, and the public

at large.

In this paper, we assess the implications of such financial disruptions for the real economy. We

first discuss the various linkages between the financial sector and the real economy and outline

three main channels by which disruptions in financial markets influence macroeconomic outcomes:

(1) a pullback in spending owing to reductions in wealth; (2) balance sheet mechanisms that lead

to a widening of credit spreads, which curtails the ability of households and businesses to obtain

credit; and (3) the direct effect of impairments in the ability of financial institutions to intermediate

credit.

Although these channels are relatively well-understood from a theoretical perspective, assessing

their quantitative implications remains a considerable challenge for macroeconomists. For example,

a fall in output that follows a drop in lending associated with a major financial disruption reflects

both supply and demand considerations. In addition, in a world characterized by a rapidly evolv-

ing financial landscape, it is difficult to gauge the extent to which various financial asset market

indicators provide consistent and credible information about the relationship between the health

of the financial system and economic activity.

The paper then describes, what is in our view, a particularly informative indicator of financial

market distress. Building on our recent work (see Gilchrist and Zakraǰsek [2011b]), we construct

this indicator of financial market distress using secondary market prices of bonds issued by U.S.

financial institutions. Specifically, using a flexible empirical credit-spread pricing framework, we de-

compose financial intermediary credit spreads into two components: (1) a component capturing the

usual countercyclical movements in expected defaults; and (2) a component representing the cycli-

cal changes in the relationship between default risk and credit spreads—the so-called financial bond

premium—which, we argue, represents the shifts in the risk attitudes of financial intermediaries,

the marginal investors pricing corporate debt claims.

To study the relationship between the financial bond premium and the macroeconomy, we use
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an identified vector autoregression (VAR) framework that, under reasonable assumptions, allow us

to trace out the dynamic effect of an unexpected increase in the financial bond premium on the key

macroeconomic and financial variables. In our terminology, such a “financial shock” is associated

with a period of temporary, but significant, distress in financial markets. We also show that in

response to such an unexpected increase in the financial bond premium—which, by construction,

is contemporaneously uncorrelated with the current state of the economy—the net worth position

of the nonfinancial sector deteriorates significantly, real economic activity slows appreciably, while

both the short- and longer-term risk-free rates decline noticeably.

To provide further insight into the linkages between the financial sector and economic activity,

we then study the effect of financial market disruptions in a macroeconomic framework that in-

corporates financial market frictions into an otherwise standard model of the macroeconomy along

the lines of Christiano et al. [2005] (CEE hereafter) and Smets and Wouters [2007] (SW hereafter).

The main purpose of this analysis is to disentangle movements in the supply and demand for credit

by imposing a structural framework on macroeconomic data. In particular, using quarterly U.S.

macroeconomic data, we study simulations of the U.S. economy over the 1985–2009 period based on

the canonical New Keynesian model augmented with the financial accelerator framework developed

Bernanke et al. [1999].1

In our simulation exercises, we use fluctuations in the estimated financial bond premium as

a proxy for exogenous disturbances to the efficiency of private financial intermediation within the

CEE/SW model augmented with the BGG financial accelerator. We calibrate the key parameters of

the model, so that the responses of macroeconomic aggregates to our our measure of financial shocks

match the corresponding responses that are estimated using the actual data. Using this realistic

calibration of the U.S. economy, we explore the extent to which observable fluctuations in the

financial bond premium—an indicator of financial market distress—can account for macroeconomic

dynamics during the 1985–2009 period. The results indicate that the model can account well for

the overall movements in consumption, investment, output, and hours worked that was observed

during this period. The model also does well at matching the observed decline in inflation and

nominal interest rates, as well as the sharp widening of nonfinancial credit spreads that typically

occurs during recessionary periods.

Finally, we use this framework to analyze the potential benefits of an alternative monetary policy

rule that allows for nominal interest rates to respond to changes in financial conditions as measured

by movements in credit spreads. The results indicate that by allowing the nominal interest rate to

respond to credit spreads, as suggested recently by Taylor [2008], McCulley and Toloui [2008], and

Meyer and Sack [2008], monetary policy can effectively damp the negative consequences of financial

disruptions on real economic activity, a result consistent with the recent empirical evidence that

argues that increases in credit spreads may be one of the earliest and clearest aggregators of

1Other formulations of financial market frictions in macroeconomic models include, for example, Fuerst [1995],
Carlstrom and Fuerst [1997], Kiyotaki and Moore [1997], and Cooley et al. [2004].
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accumulating evidence of incipient recession.2

The remainder of the paper is organized as follows. Section 2 discusses the various chan-

nels by which financial factors may influence economic outcomes. Section 3 reviews the empirical

methodology used to estimate the financial bond premium and provides evidence that financial

shocks—identified vis-à-vis unexpected disturbances to the financial bond premium in a standard

monetary VAR framework—have significant adverse consequences for the real economy. Section 4

outlines the macroeconomic framework used to study the impact of financial disturbances on the

macroeconomy and presents the corresponding results. Section 5 offers a brief conclusion.

2 Finance and the Real Economy

The benchmark macroeconomic model used to study the behavior of firms and households is predi-

cated on the assumption that the composition of agents’ balance sheets has no effect on their optimal

decisions. Within this Modigliani-Miller paradigm, households make consumption decisions based

solely on permanent income—the sum of their financial wealth and the per-period income obtained

from the present discounted value of future wages; movements in financial asset prices shape agents’

spending decisions to the extent that they influence households’ financial wealth, whereas changes

in interest rates affect spending decisions because they alter the present discounted values and

hence reflect appropriately calculated user-costs for financing real consumption expenditures. On

the business side, firms make investment decisions by comparing the expected marginal profitability

of new investment projects with the appropriately calculated after-tax user-cost of capital. The

relevant interest rate used in such calculations reflects the maturity-adjusted risk-free rate of return

appropriate to discount the future cash flows.

Financial market imperfections—owing to asymmetric information or moral hazard on the part

of borrowers vis-à-vis lenders—provide a theoretical link between the financial health of households

and firms and the amount of borrowing and hence economic activity in which they are able to

engage. Although models differ on details, contracts between borrowers and lenders generally

require that borrowers post collateral or maintain some stake in the project in order to mitigate

the contracting problems associated with such financial market imperfections. For example, when

the borrower’s net worth is low relative to the amount borrowed, the borrower has a greater incentive

to default on the loan. Lenders recognize these incentive problems and, consequently, demand a

premium to provide the necessary external funds.

In general, the external finance premium is increasing in the amount borrowed relative to the

borrower’s net worth. Because net worth is determined by the value of assets in place, declines in

asset values during economic downturns result in a deterioration of borrowers’ balance sheets and

a rise in the premiums charged on the various forms of external finance. The increases in external

2See, for example, Gertler and Lown [1999], King et al. [2007], Mueller [2009]; Gilchrist et al. [2009],
Gilchrist and Zakraǰsek [2011b], and Faust et al. [2011].
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finance premiums, in turn, lead to further cuts in spending and production. The resulting reduction

in economic activity causes asset values to fall further and amplifies the economic downturn—the

so-called financial accelerator mechanism.

Although the theoretical impact of changes in financial conditions on household and business

spending decisions through the financial accelerator mechanism is well understood, quantifying

the overall strength of this mechanism remains a challenge for macroeconomists. This task is

complicated by the fact that it is very difficult to distinguish the effect of a slowdown in economic

activity on household and firm spending owing to the usual demand channels absent financial

market frictions from the effect that such a slowdown may have through the financial accelerator

itself. Nonetheless, a careful assessment of the empirical implications of models that allow for

financial frictions—relative to those that assume perfect capital markets—have allowed researchers

to make substantial progress in assessing the empirical relevance of changes in financial conditions

for real activity.

On the household side, the permanent income model of consumption has stark implications for

the responsiveness of consumption to both income and asset values. Transitory changes in income

should have very little effect on permanent income and hence consumption. Reasonably calibrated

versions of such models imply that households are relatively insensitive to changes in asset values,

suggesting that households should increase consumption by three to four cents for every dollar

increase in their financial wealth. More importantly, to a first approximation, the value of housing

does not represent net wealth for the household sector because an increase in home values is also

an increase in the implicit rental cost of housing. As a result, the household sector is no better or

worse off when home values rise; see Buiter [2010] for a thorough discussion.

Empirical research provides compelling evidence against the permanent income model of con-

sumption in favor of models in which the quality of household balance sheets plays an important

role in determining their consumption decisions. A variety of studies has shown that household

consumption is excessively sensitive to movements in transitory income. Whereas the exact cause

of this excess sensitivity is subject to a considerable debate, the excess sensitivity is generally at-

tributed to the fact that at least a subset of households faces significant borrowing constraints or

engages in precautionary-savings behavior because of imperfect insurance.

In contrast to the predictions of the permanent income model, both microeconomic and macroe-

conomic studies also suggest an important link between house prices and household consumption

(see, for example, Case et al. [2005]; Campbell and Cocco [2008]; and Carroll et al. [2011]). Esti-

mates of the housing wealth effect vary but generally imply that household consumption increases

by an amount ranging from 3 to 10 cents for every dollar increase in housing wealth. This response

is generally attributed to the fact that at higher equity levels, households can obtain larger home

mortgage loans and thus maintain high consumption levels while financing a home. Similarly, exist-

ing home owners may engage in mortgage equity withdrawals to finance high levels of consumption
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relative to their income.

Empirical research also provides evidence that supports the notion that corporate balance sheets

influence investment spending, though this evidence is more contentious. It is well known that

business investment spending is strongly correlated with corporate cash flow. Earlier research,

initiated by Fazzari et al. [1988], has argued that cash flows stimulate investment because internal

funds are a cheaper source of finance than external funds. Critics, however, point out that current

cash flows may also provide signals about future profits, which, in turn, determine the firm’s net

worth and hence the strength of its balance sheet. That said, the available evidence suggests that the

cash flow mechanism is quite strong for smaller firms, firms with a limited access to corporate credit

and equity markets, or firms with weak balance sheets (see, for example, Gilchrist and Himmelberg

[1995]).

More recent research has questioned the macroeconomic relevance of this effect by arguing that

for large firms that account for the bulk of investment spending, current cash flows serve mainly

as signals about future profit opportunities rather than indicators of the strength of their balance

sheets (see, for example, Cummins et al. [2006] and Rebelo et al. [2008]). Nonetheless, studies that

analyze investment spending during financial crises show that large negative shocks to firms’ balance

sheets can have important adverse consequences for the investment decisions of large firms, at least

during periods of acute financial distress (see, for example, Aguiar [2005] and Gilchrist and Sim

[2007]). At the same time, credit spreads on a wide variety of corporate debt instruments typically

widen significantly in recessionary periods, a development that is consistent with a deterioration

in the overall financial condition of the corporate sector or a worsening of conditions within the

financial sector that serves as an originator and guarantor of corporate debt instruments. Although

macroeconomic evidence offers mixed guidance on the importance of interest rates for investment

spending, recent work by Gilchrist and Zakraǰsek [2007] using firm-level data shows that capital

formation is highly responsive to changes in corporate credit spreads.

The financial mechanism linking balance sheet conditions of borrowers to real activity is of-

ten described as the “broad credit channel.” Financial institutions are also likely to suffer from

asymmetric information and moral hazard problems when raising funds to finance their lending

activities. The focus of this so-called “narrow credit channel” is the health of financial intermedi-

aries and its impact on the ability of financial institution to extend credit. In a fractional reserve

banking system, deposits provide a source of funds for lending with only a small fraction of total

deposits held as reserves. Because a tightening of monetary policy drains reserves from the banking

system, poorly capitalized banks that are unable to raise external funds cut back on their lending.

As a result, bank-dependent borrowers, in particular small firms and households that have few

alternative sources of credit, reduce spending.3

In an important paper, Kashyap and Stein [2000] document the empirical validity of this mech-

3See, for example, Bernanke and Blinder [1988], Bernanke and Lown [1991], Kashyap and Stein [1994, 2000],
Peek and Rosengren [1995a,b, 2000], Ashcraft [2005], and Gilchrist and Zakraǰsek [2011a].
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anism by showing that small U.S. commercial banks that are poorly capitalized are especially

sensitive to changes in the stance of monetary policy. Although this bank lending channel appears

to have important effects on the lending behavior of smaller banks, such banks account for only

a small fraction of total bank lending in the United States, which suggests that the bank lending

channel may not be a quantitatively important channel through which monetary policy affects the

real economy. In a recent paper, however, Cetorelli and Goldberg [2012] argue that this lending

channel may also be at work at large commercial banks operating primarily in domestic markets.

In contrast, commercial banks with global operations are able to offset declines in domestic deposits

through internal funds obtained from their global subsidiaries. In times of a worldwide financial

distress, however, the ability of global subsidiaries to provide internal funds to U.S. financial insti-

tutions is also likely to be limited in scope, a development that would further strengthen the bank

lending channel in the United States.

Although monetary policy may not have a large direct impact through the bank-lending channel,

reductions in bank capital during economic downturns can also reduce lending activity. As economic

growth slows and defaults and delinquencies rise, the quality of bank loan portfolios deteriorates.

Banks seeking to shore up their capital or to meet regulatory capital requirements tighten their

credit standards and cut back on lending, an inward shift in loan supply that curtails spending of

bank-dependent borrowers; see, for example, Van den Heuvel [2007, 2012] and Bassett et al. [2010].

The strength of this mechanism, of course, depends on the overall health of the banking sector

and on the extent to which firms and households are bank dependent. In the United States, the

bulk of investment spending is financed by relatively large firms that rely primarily on corporate

bond and equity markets to finance their capital expenditures. Nonetheless, certain corporate debt

instruments—most notably commercial paper—are typically backed by lines of credit at commercial

banks. In addition, a substantial portion of business financing through commercial and industrial

loans relies on such credit lines. In times of financial turmoil, even large nonfinancial firms may

have a difficult time raising capital in arms-length markets. As these firms tap their backup lines

of credit to finance inventories or operating expenditures in the face of falling revenues, banks

may be forced to make further cuts in lending to bank-dependent borrowers (see, for example,

Ivashina and Scharfstein [2010]).

The direct effect of falling values of assets held by the financial sector is more difficult to assess.

Although there is clear evidence that reductions in bank capital have important implications for

the lending behavior of small banks, there is less direct evidence to support the claim that a

capital channel has important implications for the lending behavior of large banks and nonbank

financial intermediaries. Nonetheless, a sharp pullback in lending by large commercial banks and

nonbank financial institutions during the recent financial crisis—owing to lack of liquidity in the

interbank funding markets or a retrenchment in lending as these institutions seek to replenish

depleted capital—very likely caused a severe slowdown in economic activity by constricting the
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supply of credit.

More generally, spurred by the extraordinary events of the 2007–09 financial crisis, an emer-

gent theoretical literature emphasizes the implications of the capital position of financial inter-

mediaries for asset prices. For example, He and Krishnamurthy [2009, 2010] show that adverse

macroeconomic conditions, by depressing the capital base of financial intermediaries, can re-

duce the risk-bearing capacity of the marginal investor, causing a sharp increase in the con-

ditional volatility and correlation of asset prices and a drop in risk-free interest rates. Re-

latedly, Acharya and Viswanathan [2010] develop a theoretical framework in which financial

intermediaries—in response to a sufficiently severe aggregate shock—are forced to de-lever by

selling their risky assets to better-capitalized firms, causing asset markets to clear only at “cash-

in-the-market” prices (cf. Allen and Gale [1994, 1998]). Brunnermeier and Pedersen [2009] and

Garleanu and Pedersen [2009], in contrast, explore how margins or haircuts—the difference be-

tween the security’s price and collateral value that must be financed with the trader’s own capital—

interact with liquidity shocks in determining asset price dynamics.

Empirical support for this type of mechanisms is provided by the recent work of

Gilchrist and Zakraǰsek [2011b] (GZ hereafter), who employ a large panel of unsecured corpo-

rate bonds issued by U.S. nonfinancial firms to decompose the associated credit spreads into two

components: a default-risk component capturing the usual countercyclical movements in expected

defaults, and a non-default-risk component that captures the cyclical fluctuations in the relationship

between default risk and credit spreads. According to their results, the majority of the informa-

tion content of credit spreads for future economic activity is attributable to movements in this

excess bond premium—that is, to deviations in the pricing of corporate debt claims relative to

the expected default risk of the issuer. Moreover, shocks to this premium that are orthogonal to

the current macroeconomic conditions are shown to cause economically and statistically significant

declines in economic activity and inflation, as well as in risk-free rates and broad measures of equity

valuations.

Importantly, GZ also show that fluctuations in their excess bond premium are closely related

to the financial condition of broker-dealers, highly leveraged financial intermediaries that play a

key role in most financial markets, according to Adrian and Shin [2010].4 Taken together, the

evidence presented by GZ supports the notion that deviations in the pricing of long-term corporate

bonds relative to the expected default risk of the underlying issuer reflect shifts in the effective

risk aversion of the financial sector. Increases in risk aversion, in turn, lead to a contraction in the

supply of credit, both through the corporate bond market and the broader commercial banking

sector.

4Broker-dealers are financial institutions that buy and sell securities for a fee, hold an inventory of securities for
resale, and differ from other types of institutional investors by their active pro-cyclical management of leverage. As
documented by Adrian and Shin [2010], expansions in broker-dealer assets are associated with increases in leverage as
broker-dealers take advantage of greater balance sheet capacity; conversely, contractions in their assets are associated
with de-leveraging of their balance sheets.
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3 Financial Bond Premium as an Indicator of Financial Stress

The origins of the 2007–09 crisis undoubtedly lie within the U.S. financial sector, which, after a

massive buildup in leverage, a prolonged period of loose underwriting standards and mispricing of

risk, underwent an abrupt de-leveraging process that sharply curtailed the availability of credit to

businesses and households. To measure the cyclical fluctuations in the risk-bearing capacity of the

financial sector, we apply the GZ methodology to credit spreads on bonds issued by a broad set of

U.S. financial institutions. We then use the excess bond premium based on financial intermediary

spreads—which we term the financial bond premium—as a summary statistic for distress in the

financial system.

The key information underlying our analysis comes from a sample of fixed income securities

issued by U.S. financial corporations.5 Specifically, for the period from January 1985 to June 2010,

we extracted from the Lehman/Warga (LW) and Merrill Lynch (ML) databases month-end prices

of outstanding financial corporate bonds that are actively traded in the secondary market.6 To

guarantee that borrowing costs of different firms are measured at the same point in their capital

structure, we restricted our sample to include only senior unsecured issues with a fixed coupon

schedule. After eliminating a small number of extreme observations, our sample contains 886 in-

dividual securities, issued by 193 distinct financial firms. (For a complete description of the data

and the construction of financial intermediary credit spreads see Gilchrist and Zakraǰsek [2011c].)

We focus the analys on the period from the mid-1980s onward, a period marked by a stable

monetary policy regime and by significant deregulation of financial markets (e.g., the repeal of

Regulation Q (1986); the Riegle-Neal Act (1994); the Gramm-Leach-Bliley Act (1999)). In addition,

rapid advances in information technology over the past quarter century have significantly lowered

the information and monitoring costs of investments in public securities, thereby increasing the

tendency for corporate borrowing to take the form of negotiable securities issued directly in capital

markets. By improving liquidity in both the primary and secondary markets, these changes in

the financial landscape have facilitated more efficient price discovery and have likely improved

the information content of credit spreads, both for future economic outcomes and as indicators of

financial market distress.

Figure 1 depicts the time-series evolution of credit spreads for our sample of bonds. With

the exception of the recent financial crisis, the median credit spread on bonds issued by financial

5The definition of the financial sector encompasses publicly-traded financial firms in the following 3-digit NAICS
codes: 522 (Credit Intermediation & Related Activities); 523 (Securities, Commodity Contracts & Other Financial
Investments & Related Activities); 524 (Insurance Carriers & Related Activities); and 525 (Funds, Trusts & Other
Financial Vehicles). Government-sponsored entities, such as Fannie Mae and Freddie Mac, are excluded from the
sample.

6These two data sources are used to construct benchmark corporate bond indexes used by market participants.
Specifically, they contain secondary market prices for a vast majority of dollar-denominated bonds publicly issued
in the U.S. corporate cash market. The ML database is a proprietary data source of daily bond prices that starts
in 1997. By contrast, the LW database of month-end bond prices has a somewhat broader coverage and is available
from 1973 through mid-1998 (see Warga [1991] for details).
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Figure 1: U.S. Financial Intermediary Credit Spreads
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Note: Sample period: Jan1985–Jun2010. The solid line depicts the median spread on senior unsecured bonds
issued by 193 financial firms in our sample, and the shaded band depicts the corresponding interquartile
range. The shaded vertical bars denote the NBER-dated recessions.

institutions—although countercyclical—fluctuated in a relatively narrow range. In spite of focusing

on a relatively narrow segment of the U.S. financial system—namely, the publicly-traded financial

corporations with senior unsecured debt trading in the secondary market—the interquartile range

of spreads indicates a fair amount of dispersion in the price of debt across different institutions,

information that is potentially useful for identifying shocks to the financial system.

3.1 The Financial Bond Premium

Before presenting our indicator of financial stress, we briefly outline the empirical methodology

underlying the construction of the financial bond premium. The GZ decomposition of credit spreads

is based on the credit-spread regression of the following type:

lnSit[k] = −βDDit + λ
′
Zit[k] + ǫit[k],

where Si[k] denotes the credit spread on bond k (issued by firm i); DDit is the distance-to-default

for firm i; Zit[k] is a vector of bond-specific characteristics that controls for the optionality features

embedded in most corporate securities as well as for potential term and liquidity premiums; and
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Figure 2: Actual and Predicted Financial Intermediary Credit Spreads
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Note: Sample period: Jan1985–Jun2010. The solid line depicts the average credit spread on senior unsecured
bonds issued by 193 financial firms in our sample. The dashed line depicts the predicted average credit spread
using the methodology in Gilchrist and Zakraǰsek [2011b]. The shaded vertical bars denote the NBER-dated
recessions.

ǫit[k] is a credit-spread “pricing error.” The key feature of the GZ approach is that the firm-specific

credit risk is captured by the distance-to-default (DD), a market-based indicator of default risk

based on the option-theoretic framework developed in the seminal work of Merton [1974].

Using the estimated parameters of the credit-spread regression model, the financial bond pre-

mium in month t is defined by the following linear decomposition:

FBPt = S̄t −
̂̄St,

where S̄t denotes the average credit spread in month t and ̂̄St is its predicted counterpart. As

shown in Figure 2, the empirical credit-spread pricing model used by GZ explains a substantial

portion of the cyclical fluctuations in financial intermediary credit spreads, a result indicating that

the distance-to-default provides an accurate measure of default risk. Note also that the financial

bond premium is, by construction, uncorrelated with the observed measures of default risk, so that

movements in the financial bond premium likely reflect variation in the price of default risk rather

than changes in the risk of default in the U.S. financial sector.
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Figure 3: Financial Bond Premium and Financial Sector Profitability
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Note: Sample period: Jan1985–Jun2010. The solid line depicts the estimated financial bond premium based
on financial intermediary credit spreads. The solid dots depict the quarterly (annualized) return on assets
(ROA) for the U.S. financial corporate sector, calculated using quarterly firm-level Compustat data. The
shaded vertical bars denote the NBER-dated recessions.

The solid line in Figure 3 shows the estimated monthly financial bond premium—the difference

between the solid and dotted lines in Figure 2—while the overlayed solid dots denote the quarterly

(annualized) return on assets (ROA) in the U.S. financial corporate sector. The high degree of

negative comovement between this broad measure of profitability of the financial sector and the

financial bond premium is consistent with the view that risk premiums in asset markets fluctuate

closely in response to movements in capital and balance sheet conditions of financial intermediaries,

a fact also emphasized by Adrian and Shin [2010] and Adrian et al. [2010a,b].

Note that the financial bond premium appears to be a particularly timely indicator of strains

in the financial system. The sharp run-up in the premium during the early 1990s, for example,

is consistent with the view that capital pressures on commercial banks in the wake of the Basel I

capital requirements significantly exacerbated the 1990–91 economic downturn by reducing the

supply of bank-intermediated credit (Bernanke and Lown [1991]). In contrast, the robust health

of the financial system at the start of the 2001 recession has been cited as an important factor for

the absence of a “credit crunch,” which, in turn, likely contributed to the fact that the downturn

remained localized in certain troubled industries, particularly the high-tech sector (Stiroh and Metli
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[2003]).

In regard to the recent financial crisis, the intensifying downturn in the housing market and the

emergence of significant strains in term funding markets in the United States and Europe during

the summer of 2007 precipitated a sharp increase in the financial bond premium. At that time,

banking institutions, in addition to their mounting concerns about actual and potential credit losses,

recognized that they might need to take a large volume of assets onto their balance sheets, given

their existing commitments to customers and the heightened reluctance of investors to purchasing

an increasing number of securitized products. The recognition that the ongoing turmoil in financial

markets could lead to substantially larger-than-anticipated calls on their funding capacity and

investors’ concerns about valuation practices for opaque assets were the primary factors behind the

steady climb of the financial bond premium during the remainder of 2007 and over the subsequent

year. Once these funding pressures receded and conditions in financial markets—following the

unprecedented government interventions in the financial system—stabilized, the financial bond

premium returned to its pre-crisis level.

3.2 The Financial Bond Premium and the Macroeconomy

To examine systematically the macroeconomic consequences of financial disturbances, we include

the financial bond premium into an otherwise standard VAR. The specification includes the follow-

ing endogenous variables: (1) consumption growth as measured by the log-difference of real personal

consumption expenditures on nondurable goods and services; (2) investment growth as measured

by the log-difference of real private investment (residential and business) in fixed assets; (3) the

log-difference of hours worked in the nonfarm business sector; (4) output growth as measured by

the log-difference of real GDP; (5) inflation as measured by the log-difference of the GDP price

deflator; (6) the growth of the market value of net worth in the nonfinancial (nonfarm) corporate

sector; (7) the 10-year (nominal) Treasury yield; (8) the effective (nominal) federal funds rate; and

(9) the financial bond premium.7

The choice of endogenous variables is motivated, in part, by the macroeconomic framework

considered in the next section—a New Keynesian model augmented with the financial accelerator

mechanism formulated by Bernanke et al. [1999]—which emphasizes credit constraints for nonfi-

nancial borrowers and treats financial intermediaries largely as a veil. Although recent work by

Gertler and Kiyotaki [2010], Cúrdia and Woodford [2010], Gertler and Karadi [2011] has made im-

portant strides in incorporating a financial intermediary sector into a canonical macroeconomic

framework, the highly-stylized nature of the credit intermediation process in these models poses

significant challenges for the quantitative evaluation of financial shocks. Our approach, by contrast,

sidesteps these difficult calibration issues by assuming that fluctuations in the estimated financial

7Consumption and investment series are constructed from the underlying NIPA data using the chain-aggregation
methods outlined in Whelan [2002]. The market value of net worth is taken from the U.S. Flow of Funds Accounts.
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Figure 4: Macroeconomic Implications of a Financial Shock
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Note: The figure depicts the impulse response functions from a 9-variable VAR(2) model to a 1 standard
deviation orthogonalized shock to the excess financial bond premium (see text for details). Shaded bands
denote 95-percent confidence intervals based on 1,000 bootstrap replications.
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bond premium provide an adequate description of the disruptions in the financial intermediation

process.

The cost of this simplifying assumption is that it ignores the intricacies surrounding the sig-

nificant dislocations—and their implications for asset prices, monetary and fiscal policy, financial

stability, and the real economy—experienced by many asset markets during the 2007–09 crisis.

Also, by including only the net worth of the nonfinancial corporate sector, it abstracts from the

massive de-leveraging in the household sector that occurred in the wake of the bursting of the

housing bubble.8 With these caveats in mind, we use the multivariate framework specified above to

trace out the effect of an unexpected increase in the financial bond premium that is contemporane-

ously uncorrelated with measures of economic activity and inflation, the balance sheet position of

the nonfinancial sector, and the level of short- and long-term interest rates. The responses of key

macroeconomic aggregates to an impact of such a financial shock will then provide a benchmark

for the calibration of the macroeconomic model considered in the next section.

Figure 4 depicts the responses of the nine endogenous variables to such an unanticipated in-

crease in the financial bond premium. These responses are based on a VAR(2) model estimated

over the 1985:Q1–2010:Q2 period, and in which the financial bond premium is ordered last. An

unanticipated increase of one standard deviation in the financial bond premium—almost 30 basis

points—is associated with a significant slowdown in economic activity. In economic terms, the

implications of this financial disruption are substantial: Although the decline in consumption is

relatively mild, total private fixed investment drops significantly, bottoming out a full percentage

point below trend about five quarters after the shock; hours worked also decelerate markedly, and

the output of the economy as a whole does not begin to recover until about a year and a half after

the initial impact.

The downturn in economic activity is amplified in part by the substantial drop in the net worth

of nonfinancial firms. Moreover, the repair of corporate balance sheets is slow and protracted,

as evidenced by the fact that net worth remains significantly below its trend four years after the

shock. The combination of the economic slack and appreciable disinflation in the wake of the

financial shock elicits a significant easing of monetary policy, as evidenced by the decline in the

federal funds rate.

4 A Macroeconomic Framework

The impulse response functions shown in Figure 4 are consistent with important linkages between

changes in financial conditions and macroeconomic outcomes. Quantifying these links, however,

requires structural models of the macroeconomy that can distinguish between movements in credit

supply and demand and that can account for the feedback effects between developments in the finan-

8In a small nod to the importance of the housing market during the recent downturn, our measure of aggregate
investment includes both residential and business fixed investment.

14



cial and real sectors of the economy. Recent work by Queijo von Heideken [2009], De Graeve [2008],

Christensen and Dib [2008], and Christiano et al. [2009] seeks to quantify these mechanisms by esti-

mating medium-scale macroeconomic models that incorporate credit market imperfections through

the financial accelerator mechanism described in Carlstrom and Fuerst [1997] and Bernanke et al.

[1999].9

Although details differ in terms of model specification, all of these papers document an im-

portant role for financial factors in business cycle fluctuations. Queijo von Heideken [2009], for

example, shows that the ability of a model with a rich array of real and nominal rigidities to fit

both the U.S. and the Euro-area data improves significantly if one allows for the presence of a

financial accelerator mechanism; and Christiano et al. [2009] demonstrate that shocks to the finan-

cial sector have played an important role in economic fluctuations over the past two decades, both

in the United States and in Europe.

For tractability, the model used in our analysis is kept purposefully simple. As in BGG, it

allows for a household sector that consumes, saves, and supplies labor; an investment goods sector

that produces new capital goods from current output; and a retail sector that faces nominal price

rigidities that result in a standard New Keynesian Phillips curve. The model also allows for gradual

adjustment of consumption by assuming that households find it costly to change their consumption

levels relative to past consumption (i.e., habit formation); gradual adjustment of business invest-

ment is achieved by assuming that capital-goods producing firms face increasing marginal costs

when the investment goods producing sector expands rapidly (i.e., higher-order investment adjust-

ment costs). These adjustment costs imply that asset prices—the value of capital in place—increase

during economic expansions. Monetary policy in the model is conducted according to a modified

Taylor-like rule that assumes that the monetary authority, given interest-rate smoothing, adjusts

nominal short-term interest rates in response to changes in current inflation and output growth.

As in BGG, the model also allows for an entrepreneurial sector that faces significant credit

market frictions in the process of owning and operating the existing capital stock. These frictions

give rise to an external finance premium that creates a wedge between the required return on

capital—the rate at which entrepreneurs can borrow to finance capital accumulation—and the

risk-free rate of return received by the household sector for its savings. In this environment, an

expansion in output causes an increase in the value of assets in place and, as result, an increase

in the entrepreneurial net worth. As entrepreneurs’ net worth expands relative to their borrowing,

the external finance premium falls, causing a further increase in both asset values and investment

demand. These feedback effects, in turn, further amplify the financial accelerator mechanism.

The key parameters of the model are chosen so that the responses of macroeconomic aggregates

to a financial disruption roughly match the corresponding responses shown in Figure 4. Using this

9In an alternative approach, Levin et al. [2004] employ firm-level data on credit spreads, EDFs, and leverage to
estimate directly the structural parameters of the debt-contracting problem underlying the financial accelerator model
of BGG.
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procedure, we explore the extent to which observable fluctuations in the financial bond premium

can account for the business cycle dynamics of the U.S. economy during the 1985–2009 period. We

then use this framework to analyze the potential benefits of an alternative monetary policy rule, a

rule that allows for nominal interest rates to respond to changes in financial conditions as measured

by movements in credit spreads.

This analysis is prompted by the observation that the behavior of key private interests rates

during the recent crisis diverged markedly from their usual comovement with the federal funds

rate. In response, a number of prominent observers have suggested that credit spreads should be

given independent weight in monetary policy decisions. Most notably, Taylor [2008] has argued

that the intercept term of his famous rule should be adjusted downward in proportion to observed

movements in the spread of term Libor over rates on comparable-maturity overnight index swaps

(OIS).10 Others have suggested that monetary policy should pay close attention to the balance

sheets of financial intermediaries. Christiano et al. [2008], for example, develop a model in which

financial disruptions are an important source of economic fluctuations and where a Taylor rule

modified to include a response to aggregate credit delivers superior macroeconomic outcomes.

In our framework, disturbances in the financial intermediation sector are the sole source of

cyclical fluctuations. To assess the degree to which this type of modification of our baseline policy

rule would improve macroeconomic stability, we consider a policy rule in which monetary authorities

also respond to movements in observed credit spreads. Specifically, the monetary authority allows

the nominal interest rate rnt+1 to respond to inflation (πt), output growth (yt), and the credit spread

(st), according to

rnt+1 = rn + φrr
n
t + φππt + φyyt + φsst,

where 0 < φr < 1 is the parameter governing the degree of interest rate smoothing, while φπ > 0,

φy > 0, and φs ≤ 0 determine the response of the policy interest rate to inflation, output growth,

and changes in financial conditions, respectively, where the latter is summarized by the movements

in credit spreads.11 Note that this adjustment implies that the policy rate be reduced—relative

to what our baseline policy rule would prescribe—when credit spreads are higher than normal;

conversely, the policy rate should be raised in response to an unusual easing of financial conditions.12

10The Libor-OIS spread is a conventional measure of counterparty credit risk in interbank funding markets; see,
for example, Taylor and Williams [2009].

11By specifying the rule in which the short-term interest rate responds to output growth—as opposed to the output
gap—the monetary authority is assumed to follow a robust first-difference rule of the type proposed by Orphanides
[2003]. As shown by Orphanides and Williams [2006], such first-difference rules are highly successful in stabilizing
economic activity in the presence of imperfect information regarding the structure of the economy; moreover, according
to the simulations reported by Orphanides and Williams [2006], such a robust monetary policy rule yields outcomes
for the federal funds rate that are very close to those seen in the actual data, especially for the period since the
mid-1980s.

12The view that the central bank should raise short-term interest rates to “prick” asset bubbles is widely rejected
by today’s profession, because monetary policy is too blunt of a tool to allow the type of surgical intervention required
to deflate a bubble without plunging the economy into a recession. Nevertheless, modifications of simple policy rules
to include a measure(s) of economy-wide financial conditions have been proposed by the advocates of the “leaning
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Of course, in the case where φs = 0—the baseline case—the monetary authority does not respond

directly to changes in financial conditions.

4.1 Baseline Results

Figure 5 shows the impulse responses of the selected macroeconomic variables implied by the model

in response to a financial shock, assuming the baseline specification of the monetary policy rule

(i.e., φs = 0). We show impulse responses for two hypothetical economies that differ only in the

extent to which the credit intermediation process is subject to frictions arising from the agency

problem in financial markets. In our framework, the severity of financial frictions is governed by

the value of parameter 0 ≤ χ < 1, with χ = 0.05, implying a relatively modest degree of financial

market imperfections, while χ = 0.10 implies a somewhat greater inefficiency in the process of

credit intermediation.13

According to these results, the model with a relatively high degree of financial market frictions

captures remarkably well the shape of the corresponding responses based on the actual data shown

in Figure 4. Consumption, investment, hours, and output all exhibit significant declines in responses

to an adverse financial shock, with the peak decline in the response of each variable closely matching

its empirical counterpart. Although the model delivers the qualitative dynamics for each of those

variables that are consistent with those observed in the data, the model does produce a peak

response that is somewhat earlier than the peak response observed in Figure 4.

The decline in the price level implied by the model with a relatively high degree of financial

market frictions also roughly matches the deceleration prices seen in the data. Furthermore, given

the estimated baseline policy rule—in which the coefficient on the credit spread φs = 0—the model-

implied dynamics for inflation and output generate a path for the nominal short-term interest rate

that is broadly in line with the estimated response of the federal funds rate to an unanticipated

increase in the financial bond premium.

We now consider the ability of the model with a relatively high degree of financial market

frictions (χ = 0.10) to explain economic activity over the 1985–2009 period. To do so, we first

initialize the model to be in steady state as of the end of 1984. We then feed in the model, as

disturbances to the efficiency of the credit intermediation process, the actual innovations to the

financial bond premium (based on the AR(1) model) over the 1985:Q1–2009:Q4 period. Figure 6

shows the evolution of the key macroeconomic variables of the U.S. economy over this period, while

Figure 7 shows the corresponding path for the model-implied variables.

against the wind” principle, which argues that the central banks should cautiously raise interest rates beyond the level
necessary to maintain price stability over the short to medium run, when a potentially detrimental asset price boom
has been identified (cf. Borio and Lowe [2002, 2006]). Importantly, the proponents of this view stress the non-linear
nature of the policy response, as positive and negative asset price shocks have asymmetric macroeconomic effects, as
well as the strong informational requirements concerning the properties of the emerging bubble.

13A model with frictionless financial markets corresponds to χ = 0; see Gilchrist and Zakraǰsek [2011c] for a detailed
discussion.
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Figure 5: Model-Based Impulse Responses to a Financial Shock

(Baseline Monetary Policy Rule)
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Note: The figure depicts the model-based impulse response functions—for a different degree of financial
market frictions—of selected variables to a 1 standard deviation financial shock for the baseline specification
of the monetary policy rule, a case in which the monetary authority does not respond to credit spreads—
that is, φs = 0 (see text for details). All variables are expressed in percentage-point deviations from their
respective steady-state values.
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Figure 6: U.S. Macroeconomic Performance
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Note: The figure depicts the path of actual U.S. macroeconomic and financial variables. Cyclical fluctuations
have been eliminated from all real variables, as well as from inflation and the nominal funds rate, using the
Corbae and Ouliaris [2006] frequency-domain filter. All variables are set to equal zero in 1985:Q1. The
shaded vertical bars denotes the NBER-dated recessions.

According to the model, the economy experienced contractions in economic activity during

all of the three NBER-dated recessions during our sample. In these episodes, a contraction in

investment spending drives the business cycle: Relative to its trend, business investment falls about

five percentage points during the 1990 recession, a bit more than three percentage points during the

2001 downturn, and more than 10 percentage points during the most recent crisis. Consumption

declines slightly during the 1990 recession, holds up well during the dot-com bust, and declines

modestly during the 2007–09 recession.

Roughly speaking, model-implied fluctuations in output are also in line with their historical
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Figure 7: Model-Based Simulation of a Financial Shock

(Baseline Monetary Policy Rule)
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Note: The figure depicts the model-implied path of selected macroeconomic variables in response to the
estimated financial shocks for the baseline specification of the monetary policy rule, a case in which the
monetary authority does not respond to credit spreads (φs = 0). The degree of financial market frictions
χ = 0.10 (see text for details). All variables are expressed in percentage-point deviations from their respective
steady-state values. The shaded vertical bars denotes the NBER-dated recessions.

experience: A mild contraction in output on the order of two percentage points during the 1990 re-

cession; a one percentage point decline during the bursting of the tech bubble in 2001, and a decline

of about four percentage points decline during the most recent recession. Interestingly, financial

shocks imply a strong investment boom in the mid- and late 1990s and during the 2003–06 period.

On the whole, financial disruptions appear to be able to account for a substantial fraction of

fluctuations in real economic activity during these last three recessions. The depth and timing of

the contraction in the early 1990s coincide well with the historical experience, as is the case of
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the 2007–09 downturn. In contrast, investment spending implied by the model clearly contracted

earlier than that seen in the data during the 1999–2001 period, which is the tail end of the dot-com

boom. On the other hand, investment also exhibits a substantial drag on the economy during the

subsequent recovery—which, in turn, implies sluggish employment—a result consistent with the

jobless recovery emphasized during that time period.

The model also does well at capturing observed movements in nominal interest rates, inflation,

and credit spreads over this time period. Short-term nominal interest rates decline substantially

in each recession, and inflation declines during these contractionary phases. Credit spreads exhibit

substantially more variation than the underlying financial shock and spike up during the 1990 and

2007–09 recessions. Credit spreads also widen notably in the late 1990 and early 2000 but are

driven to their all time lows during the investment booms of the mid-1990s and mid-2000s.

An important aspect of the recent crisis that is omitted from our analysis is the fact that

since December 2008, the FOMC has maintained a target range for the federal funds rate of 0 to

1/4 percent—that is, monetary policy has been effectively constrained by the presence of a zero

lower bound (ZLB) on nominal interest rates. While our empirical results are qualitatively and

quantitatively robust to the exclusion of that period from our sample, the binding ZLB constraint

raises important questions for the conduct of monetary policy in any model used to analyze the

macroeconomic and financial developments over this period.

As emphasized by Eggertsson and Woodford [2003] and Nakov [2008], forward guidance regard-

ing the anticipated future path of short-term nominal interest rates provides a very effective way to

stabilize the output gap and inflation within the New Keynesian framework. By announcing that

the policy rate will be kept low during the initial phase of economic recovery, such a commitment

provides stimulus to the economy by lowering expected future real interest rates, thereby avoiding

deflation in the near term, while producing only mildly elevated rates of inflation once the economy

has fully recovered.

However, as shown by Levin et al. [2010], when the economy is hit by a large and persistent

natural rate shock—the kind experienced during the recent crisis—forward guidance alone delivers

relatively poor macroeconomic outcomes. According to their simulations, a combination of forward

guidance and other policy measures—such as large-scale asset purchases, for example—is needed to

deliver a sufficient macroeconomic stimulus in situations where the economy experiences a “Great

Recession”-style shock and the near-term path of the policy rate is constrained by the zero lower

bound. While incorporating the ZLB and unconventional monetary policy actions into the analysis

lies beyond the scope of our paper, our next set of simulation results would suggest that an ag-

gressive and timely response of monetary policy to changes in financial conditions—in our context

measured by movements in credit spreads—may reduce the likelihood of interest rate policy being

subsequently constrained by the zero lower bound.
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4.2 The Spread-Augmented Monetary Policy Rule

To recap briefly, our baseline simulations imply that shocks to the efficiency of the intermediation

process, as measured by innovations to the financial bond premium, can account quite well for the

broad movements in hours worked, consumption, investment, and output during the 1985–2009

period. In our view, the model dynamics are sufficiently close to the actual economic outcomes to

provide a useful guide for alternative policy rules that may be used to stabilize the economy in the

wake of disruptions in financial markets.

In this section, we consider one such rule proposed in the literature—namely, the adjustment

to the first-difference rule so that monetary policy responds to changes in financial developments

as measured by the movements in credit spreads (see, for example, Cúrdia and Woodford [2010]).

Specifically, we augment the baseline first-difference rule by allowing for a direct response of the

policy rate to the measured credit spread. The response coefficient on the spread φs is set equal

to −0.5, so that the nominal rate offsets the increase (or decrease) in financial market stress by

declining 10 basis points for every increase of 20 basis points in credit spreads. It is important

to note this rule is not derived formally from a welfare-maximization problem.14 Rather, our

aim is to evaluate whether adding a response to credit spreads, as proposed by Taylor [2008] and

McCulley and Toloui [2008] can improve equilibrium responses of the macroeconomy to shocks

emanating from the financial sector.

The solid lines in Figure 8 depict the model-based impulse responses to a financial shock un-

der the spread-augmented monetary policy rule, while the dotted lines denote the corresponding

responses under the baseline first-difference rule (i.e., φs = 0), replicated, for comparison purposes,

from Figure 5. The comparison of responses reveals that including the credit spread in the policy

rule provides substantial stabilization of the real side of the economy. Importantly, the price level,

in response to a financial shock, increases about one-half of a percentage point, rather than falling

0.3 percentage points, as in the baseline case.

In effect, this stabilization policy achieves a substantial reduction in output volatility and almost

no variation in inflation. As a result, the implied movements in both nominal and real rates are also

quite modest—on the order of only five basis points. In contrast, under the baseline policy rule, the

monetary authority, by not reacting directly to credit market conditions, has to ease significantly

more in response to an adverse financial shock, as evidenced by the decline in the short-term rate

of about 20 basis points.

The spread-augmented policy rule works through agents’ expectations. In response to an adverse

financial shock, agents anticipate that the monetary authority will ease policy. These expectations

lead to a modest reduction in real interest rates but, at the same time, to a relatively large offsetting

14In the case in which credit spreads are endogenous, both financial and nonfinancial shocks will cause credit
spreads to fluctuate, and the magnitude of spread adjustment to the policy rate will have important implications for
the economy’s response to various types of disturbances; see Cúrdia and Woodford [2010] for detailed analysis and
discussion.

22



Figure 8: Model-Based Impulse Responses to a Financial Shock

(Baseline vs. Spread-Augmented Monetary Policy Rule)
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Note: The solid lines depict the model-based impulse response functions of selected variables to a 1 standard
deviation financial shock for the alternative specification of the monetary policy rule, a case in which the
monetary authority responds to credit spreads, with the reaction coefficient φs = −0.5; the dotted lines
correspond to impulse responses under the baseline specification of the monetary policy rule (φs = 0). The
degree of financial market frictions χ = 0.1 (see text for details). All variables are expressed in percentage-
point deviations from their respective steady-state values.
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Figure 9: Model-Based Simulation of a Financial Shock

(Spread-Augmented Monetary Policy Rule)
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Note: The figure depicts the model-implied path of selected macroeconomic variables in response to the
estimated financial shocks for the alternative specification of the monetary policy rule, a case in which
the monetary authority responds to credit spreads, with the reaction coefficient φs = −0.5. The degree
of financial market frictions χ = 0.1 (see text for details). All variables are expressed in percentage-point
deviations from their respective steady-state values. The shaded vertical bars denotes the NBER-dated
recessions.

increase in asset values and thus to a much smaller decline in net worth than one sees under the

baseline monetary policy rule. As a result, the response of the credit spread under the alternative

policy rule basically mimics the response of the financial shock, resulting in very little additional

amplification through the financial accelerator mechanism.

Although asset prices are forward looking, they influence the condition of firms’ balance sheets—

and hence the strength of the financial accelerator—immediately. Consequently, a reduction in
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Figure 10: Model-Based Impulse Responses to a Financial Shock

(Baseline vs. Shock-Augmented Monetary Policy Rule)
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Note: The solid lines depict the model-based impulse response functions of selected variables to a 1 standard
deviation financial shock for the alternative specification of the monetary policy rule, a case in which the
monetary authority responds to the financial bond premium, with the reaction coefficient φs = −0.5; the
dotted lines correspond to impulse responses under the baseline specification of the monetary policy rule
(φs = 0). The degree of financial market frictions χ = 0.1 (see text for details). All variables are expressed
in percentage-point deviations from their respective steady-state values.
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Figure 11: Model-Based Simulation of a Financial Shock

(Shock-Augmented Monetary Policy Rule)
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Note: The figure depicts the model-implied path of selected macroeconomic variables in response to the
estimated financial shocks for the alternative specification of the monetary policy rule, a case in which the
monetary authority responds to the financial bond premium, with the reaction coefficient φs = −0.5. The
degree of financial market frictions χ = 0.1 (see text for details). All variables are expressed in percentage-
point deviations from their respective steady-state values. The shaded vertical bars denotes the NBER-dated
recessions.

expected future real interest rates can be very effective in offsetting an emerging disruption in credit

markets. This point is made explicit in Figure 9, which shows the model-implied path of the key

macroeconomic aggregates during the 1985–2009 period under the spread-augmented policy rule.

Consistent with the results presented in Figure 8, such a rule leads to a substantial reduction in

the variability of output, hours worked, and investment. Furthermore, the model does quite well

at stabilizing inflation over this time period.
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To be sure, actual disruptions in financial markets, as evidenced by the recent financial crisis, are

far more complex than simple shocks to the credit spread modeled in our framework. Nevertheless,

the above results suggest that a monetary policy regime that is committed, in advance, to fully

offset shocks to the financial system through active interest rate policy can be quite beneficial in

mitigating the deleterious consequences of financial market disruptions.

In the simulations reported above, financial shocks are surprise events that result in an im-

mediate increase in credit spreads, a jump that exceeds the size of the underlying financial shock

because of the endogenous response of asset prices in the financial accelerator model. This raises

the question of whether it would be more beneficial if the monetary authority responded directly

to the exogenous component of the credit spread—that is, to the underlying disruption in the

credit intermediation process. To address this question, we replace the observed credit spread in

the first-difference rule with the actual financial shock. For comparison purposes, we maintain the

same elasticity of interest-rate response—the coefficient φs—of −0.5 as before.

The impulse responses produced by this exercise are displayed in Figure 10. Comparing these

results to those in Figure 8 shows that the same policy response applied to the exogenous component

of financial shocks results in an appreciably less stable macroeconomic environment. This is also true

in the model simulation, which are shown in Figure 11. Although economic fluctuations are damped

relative to the baseline model in which the monetary authority is assumed to follow the standard

first-difference rule, swings in real economic activity are substantially more pronounced than those

implied by the spread-augmented policy rule. This result reflects the fact that by responding to

the underlying financial disturbance—as opposed to the observed credit spread—the monetary

authority does not take into account the endogenous decline in asset values, which depresses the

entrepreneurs’ current net worth and thereby exacerbates the effect of financial frictions on real

economic activity.

As a final exercise, we consider explicitly the role that expectations play in how the economy

responds to the spread-augmented monetary policy rule. We do so by considering the benefits of

such a policy in an environment where there is “news” regarding a probable deterioration in financial

conditions. Agents in the economy—firms, households, and the monetary authority—interpret this

news as a signal of a gradual deterioration in financial conditions that will occur sometime in the

future. In this context, we again consider the macroeconomic implications of a spread-augmented

policy rule with the response coefficient φs = −0.5. Figure 12 depicts the results of this exercise,

with the trajectory of the financial “news shock” shown in the lower right panel. For comparison,

the dotted lines depict impulse responses of the key macroeconomic variables to such news in the

baseline case, in which the monetary authority does not commit itself to responding directly to

movements in credit spreads.

According to these results, the deterioration in financial conditions is gradual, with the financial

shock building steadily and peaking at about 15 basis points a year after the initial news. Under the
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Figure 12: Model-Based Impulse Responses to Adverse Financial News

(Baseline vs. Spread-Augmented Monetary Policy Rule)
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Note: The figure depicts the model-based impulse response functions of selected variables to adverse financial
news. The solid lines correspond to the alternative specification of the monetary policy rule, a case in which
the monetary authority responds to credit spreads, with the reaction coefficient φs = −0.5; the dotted lines
correspond the baseline specification of the monetary policy rule (φs = 0). The degree of financial market
frictions χ = 0.1 (see text for details). All variables are expressed in percentage-point deviations from their
respective steady-state values.
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baseline policy rule, this news causes a significant reduction in output, investment, consumption,

and hours worked, with the responses of these variables matching closely—in terms of both their

timing and magnitude—the responses in the case when the economy is hit by an unanticipated

financial shock. Again, the main driving force of these macroeconomic dynamics is the effect of bad

news about future financial conditions on asset prices, which works through expectations. Upon

release of the news, asset prices fall immediately, causing an immediate and significant decline in net

worth. As net worth falls, borrower balance sheets become impaired and economic activity slows.

In contrast to the previous exercises that did not involve such news, the gradual deterioration in

financial conditions engenders a slow and progressive widening of credit spreads, which indicates

that credit spreads by themselves do not provide an immediate signal regarding the severity of the

unfolding news event.

Nonetheless, as can be seen by the solid lines in Figure 12, a policy that commits the monetary

authority in advance to responding to changes in financial conditions has significant stabilization

benefits—the decline in output is roughly one-third of the decline that occurs under the baseline

policy rule. Note that the fall in asset prices is also reduced by about one third, so that there

is very little immediate effect on credit spreads. Although the gradual deterioration in financial

conditions does ultimately cause credit spreads to widen appreciably, the widening is significantly

less pronounced than under the baseline policy rule.

Perhaps the most striking results is that by committing to adjusting the short-term nominal

interest rates in response to a deterioration in financial conditions, the monetary authority only

needs to lower the policy rate about 10 basis points, compared with the easing of 20 basis points

implied by the baseline first-difference rule. In other experiments (not shown), when we allow

the monetary authority to respond even more aggressively to movements in credit spreads, we

obtain virtually no change in the nominal short-term rate in response to adverse news about future

financial conditions. In effect, by committing to an aggressive stabilization policy, the monetary

authority can achieve its goals without resorting to large adjustments in the policy rate. The

anticipation by households and firms that the monetary authority will respond aggressively to

adverse financial developments leads to an understanding that the recession will not be as severe,

and, as a result, asset prices decline only modestly. In turn, this development improves the overall

economic conditions, leading to a mutually-reinforcing beneficial feedback loop.

5 Conclusion

This paper examined the extent to which the canonical New Keynesian macroeconomic model with

financial frictions is able to account for the U.S. macroeconomic dynamics during the 1985–2009

period. We showed that by carefully constructing a sequence of financial shocks using financial

intermediary credit spreads, a reasonably calibrated version of the CEE/SW framework augmented

with the BGG financial accelerator can account for the broad movements in consumption, invest-
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ment, hours worked, and output observed during this period. The model also does well at matching

the observed countercyclical movements in inflation and short-term nominal interest rates, as well

as the strong pro-cyclicality of credit spreads on bonds issued by nonfinancial firms.

Although the model is relatively simple compared with the recent work in this area, our findings

nonetheless provide considerable insight into the importance of financial factors in business cycle

fluctuations. In particular, our simulations suggest that by allowing the nominal interest rate to

respond to credit spreads—a primary measure of financial stress in our framework—monetary policy

can effectively ameliorate the negative consequences of financial market shocks on real economic

activity, while experiencing very little offsetting inflationary pressures.
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tors of Real-Time Economic Activity: A Bayesian Model-Averaging Approach,” NBER Working
Paper No. 16725.

Fazzari, S. M., R. G. Hubbard, and B. C. Petersen (1988): “Financing Constraints and
Corporate Investment,” Brookings Papers on Economic Activity, 1, 141–195.

Fuerst, T. S. (1995): “Money and Financial Interactions in the Business Cycle,” Journal of

Money, Credit, and Banking, 27, 1321–1338.

Garleanu, N. and L. H. Pedersen (2009): “Margin-Based Asset Pricing and Deviations from
the Law of One Price,” Working Paper, Stern School of Business, New York University.

Gertler, M. and P. Karadi (2011): “A Model of Unconventional Monetary Policy,” Journal of

Monetary Economics, 58, 17–34.

Gertler, M. and N. Kiyotaki (2010): “Financial Intermediation and Credit Policy in Business
Cycle Analysis,” in Handbook of Macroeconomics, ed. by B. M. Friedman and M. Woodford,
Amsterdam: North-Holland, Elsevier, vol. 3, 547–599.

Gertler, M. and C. S. Lown (1999): “The Information in the High-Yield Bond Spread for
the Business Cycle: Evidence and Some Implications,” Oxford Review of Economic Policy, 15,
132–150.

Gilchrist, S. and C. P. Himmelberg (1995): “The Role of Cash Flow in Reduced-Form In-
vestment Equations,” Journal of Monetary Economics, 36, 541–572.

Gilchrist, S. and J. W. Sim (2007): “Investment During the Korean Financial Crisis: A Struc-
tural Econometric Analysis,” NBER Working Paper No. 13315.
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