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CREATING IMPROVED SURVEY DATA PRODUCTS
USING LINKED ADMINISTRATIVE-SURVEY DATA

MICHAEL E. DAVERN*
BRUCE D. MEYER
NIKOLAS K. MITTAG

Recent research linking administrative to survey data has laid the
groundwork for improvements in survey data products. However, the
opportunities have not been fully realized yet. In this article, our main
objective is to use administrative-survey linked microdata to demonstrate
the potential of data linkage to reduce survey error through model-based
blended imputation methods. We use parametric models based on the
linked data to create imputed values of Medicaid enrollment and food
stamp (SNAP) receipt. This approach to blending data from surveys and
administrative data through models is less likely to compromise confi-
dentiality or violate the terms of the data sharing agreements among the
agencies than releasing the linked microdata, and we demonstrate that it
can yield substantial improvements of estimate accuracy. Using the
blended imputation approach reduces root mean squared error (RMSE)
of estimates by 81 percent for state-level Medicaid enrollment and by 93
percent for substate area SNAP receipt compared with estimates based
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on the survey data alone. Given the high level of measurement error as-
sociated with these important programs in the United States, data pro-
ducers should consider blended imputation methods like the ones we de-
scribe in this article to create improved estimates for policy research.

KEYWORDS: Administrative data; Data linkage; Measurement error;
Survey methods.

1. INTRODUCTION

The goal of survey design is to make good decisions about resources spent
to reduce different types of survey error given the level of funding and the spe-
cific research question the survey sponsor would like the data to answer.
Survey researchers catalog the potential sources of survey errors that can influ-
ence survey-based estimates into five basic sources of error: (1) sampling error,
(2) sample coverage error, (3) nonresponse error, including both unit and item
nonresponse, (4) measurement error, and (5) processing error (Federal
Committee on Statistical Methodology (FCSM) 2001). In this article, our main
objective is to improve overall estimate accuracy by reducing measurement er-
ror in survey estimates of program participation by means of using models de-
veloped on linked administrative and survey data to impute program receipt
status. We discuss methods to blend information from the linked data with the
public use data that neither require access to the restricted linked data nor com-
promise confidentiality in the public use data." We show that estimates blend-
ing administrative and survey data substantially reduce error that has been
observed in critical policy relevant survey estimates of Medicaid enrollment
and Supplemental Nutrition Assistance Program (SNAP) receipt. We argue
that such utilization of data linkage to improve estimates is a more cost-
effective approach to increase survey accuracy than many other current practi-
ces used to reduce survey error.

Past research has demonstrated substantial measurement error and bias in
survey estimates of Medicaid enrollment and SNAP receipt. Work using the
Current Population Survey (CPS) found that 43 percent of those linked to ad-
ministrative data with Medicaid coverage did not report having coverage (false
negatives). On the other hand, only 1 percent of respondents in the CPS
reported having Medicaid coverage that could not be confirmed through the
linkage. This pattern results in a large net undercount (Davern, Klerman,
Ziegenfuss, Lynch, and Greenberg 2009a).” Research on survey misreporting

1. The additional risk to disclosure from synthetic data or model parameters is minimal. See
Reiter (2003) for a discussion.

2. Note that the net undercount is smaller than the difference between the false negative and false
positive rate, as the denominator of the false positive rate (true nonrecipients) is much larger than
the denominator of the false negative rate (true participants).
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of SNAP has also found that a substantial share of recipients do not report re-
ceipt. For New York state, Celhay, Meyer and Mittag (2017) found false nega-
tive rates of 42 and 26 percent in the CPS and American Community Survey
(ACS), respectively. Meyer, Goerge, and Mittag (2014) found even higher
rates in the same surveys for Illinois (48 and 32 percent) and Maryland (53 and
37 percent). On the other hand, the false positive rates (i.e., reported SNAP re-
ceipt that cannot be verified) are low at around 1 percent (e.g., 1 percent for the
New York ACS), resulting in the substantial net underreporting of food assis-
tance that is documented in Meyer, Mok, and Sullivan (2015a, 2015b) and
Meyer and Mittag (forthcoming).

Survey error and the bias it causes for Medicaid and SNAP is a serious prob-
lem for the policy research community and the Federal Statistical system as
these survey estimates are used for critical purposes. Medicaid and SNAP are
two important noncash benefits provided by states and funded through a
federal-state partnership. It is critical for surveys to measure them accurately as
benefit recipients are better off than similar nonrecipients, because they have
more resources. For example, when calculating the Supplemental Poverty
Measure (which includes SNAP benefits but not Medicaid) or related meas-
ures, having accurate benefit receipt information is critical to capture the full
resources available to a person or family (US Census 2015). The impact of
these benefits on understanding poverty in the United States is large overall
and even larger for specific demographic groups (US Census 2015). The
adjustments for noncash benefits often rely on survey responses for SNAP that
are known to have significant measurement error and that undercount the par-
ticipation in these programs (and as a result may overcount poverty). The
errors also result in understatement of the poverty reduction of the various pro-
grams and the mistakes in the relative importance of the individual programs
in poverty reduction.

In addition to measuring poverty, these data are critical for (1) providing
general knowledge and statistics on the programs, (2) evaluating these pro-
grams to see whether specific policy objectives are met, and (3) aiding official
Congressional Budget Office legislative “scoring” to provide cost estimates for
critical legislative initiatives such as the Affordable Care Act (Congressional
Budget Office 2007) and simulation models used by federal agencies such as
the Urban TRIM model (Urban Institute 2015). They are also used for official
purposes by agencies to develop important health expenditure estimates for the
country and states (Cuckler and Sisko 2013). Given these important uses of the
survey data and the evidence that these data have considerable measurement
error and bias, improvements to the data could substantially aid policy-
making.

In this article, we estimate the magnitude of data quality gains that would be
possible if agencies or policy researchers began to routinely use imputations
from models that rely on linked survey and administrative data. We model the
relationship between “true” and reported receipt status in the linked data (using
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only public use file variables as predictors) and use this model to impute a
more accurate receipt indicator in the public use data for all respondents. The
models are estimated using the confidential linked data so that the parameters
from the models can be released to the public. We demonstrate that such meth-
ods can substantially increase estimate quality in studies of program receipt, fo-
cusing on Medicaid and SNAP.

The methods could also be applied to other government programs important
to understanding poverty on which administrative records exist, including
Temporary Assistance for Needy Families (TANF), Supplemental Security
Income and the Earned Income Tax Credit, as well as other programs such as
social security or unemployment insurance. We focus on binary variables here,
but the approach also works for continuous variables known to be measured
with error (e.g., self-reported height and weight data, housing prices, and em-
ployer characteristics). More generally, the methods can be used to amend or
improve survey data whenever additional data can be linked to the survey, but
making the linked data publicly available is infeasible due to confidentiality
concerns or data license restrictions.

2. LINKING DATA AS A WAY TO REDUCE
MEASUREMENT ERROR IN ESTIMATES

One way to try to ameliorate the potential limitations of any data system is to
combine it with other sources of data through linkage (National Academies of
Sciences, Engineering and Medicine 2017a, 2017b). In this study, we do this
by combining survey reported data with program administrative data and use
the linked data to create models we can use to partially correct for measure-
ment error in survey reported program participation. Previous studies have
used linked data to (1) examine sample coverage and accuracy (Bee,
Gathright, and Meyer 2015; Meyer, and Mittag 2017), (2) impute variables
(Davern et al. 2009a), (3) substitute administrative values for reported values
(Nicholas and Wiseman 2010; Hokayem, Bollinger, and Ziliak 2015; Meyer
and Mittag forthcoming), (4) supplement survey reported data (Abowd,
Stinson, and Benedetto 2006), and (5) correct estimates (Davern et al. 2009a;
Schenker, Raghunathan, and Bondarenko 2010; Mittag forthcoming). These
studies demonstrate that data linkage can improve survey accuracy by illumi-
nating problems in survey design and methodology. Data linkage can also be
used to improve survey accuracy more directly by combining information
from the linked variables and the survey responses.

In this article, we explore one of the potential benefits of combining ad-
ministrative data with survey data. Specifically, our central objective is to
show the reduction in measurement error that results when a model-based
blended imputation model is used to impute values to replace the fallible
survey responses. We use reported survey data that have been linked to
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external administrative data to estimate the relationship between “true”
and reported values of the variable of interest (e.g., being enrolled in
Medicaid or receiving SNAP). Then, we use this model to impute im-
proved receipt indicators. Using these imputed values instead of the misre-
ported survey measures yields partially corrected estimates of the statistics
of interest. An example of the method is Schenker et al. (2010) who start
with a set of data from the National Health and Nutrition Examination
Survey (NHANES) that has both the reported survey items and clinically
measured items to diagnose hypertension, diabetes, and obesity. They
then model the clinically diagnosed values using the survey reported val-
ues along with potential covariates of measurement error as predictors.
Once the model is developed on the NHANES with both survey-reported
and clinically measured variables, they use the model to multiply impute
clinical outcomes in data for which they do not have the actual clinical
measures in the National Health Interview Survey. For a Bayesian ap-
proach, see He and Zaslavsky (2009). Blackwell, Honaker and King
(2017) review such (multiple) imputation as a method to correct for mea-
surement error. They propose a similar imputation strategy that relies on
independence assumptions for situations in which validation data are not
available.

Our analyses build on applications to Medicaid in Davern et al. (2009a) and
SNAP in Mittag (forthcoming). Davern et al. (2009a) link Medicaid adminis-
trative data to CPS data and then use the model developed on the linked data to
impute an indicator of Medicaid enrollment in the CPS for subsequent years.
Mittag (forthcoming) employs a similar approach using SNAP administrative
data linked to ACS data to correct estimates of food stamp receipt out of sam-
ple in the ACS.

We use a mean squared error (MSE) metric to measure the gains in estimate
quality that can be realized by using linked data to create blended imputed esti-
mates. The MSE is defined by:

MSE = Bias Squared + Variance.

The MSE of an estimate is the expected value of the square of its deviation
from the true parameter of interest (i.e., it combines estimator bias and var-
iance). Thus, when evaluating the quality of different survey estimates,
preference is given to the one with the smaller MSE. In our tables, we take
the square root of the MSE or the root mean squared error (RMSE) in order
to put the measure on the same scale as the original estimate. It is impor-
tant to note that our RMSE is itself likely a biased estimate due to the fact
that the measure of “truth” we use to compute it contains error as well. We
discuss these points in the next section, when we review limitations of our
approach.
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Table 1 presents results from our application to Medicaid receipt. The first
four columns of numbers in table 1 are drawn from Davern et al. (2009a).’
They used the 2001-2002 CPS linked to Medicaid Statistical Information
System (MSIS) data from 2000-2002 to create a person-level, logistic, regres-
sion model of Medicaid receipt (for detailed tables on the data linkage and the
evaluation, see US Census Bureau 2007, 2008a, and 2008b). Of the CPS
respondents linked to MSIS who show Medicaid enrollment in MSIS at some
point during the reference period, roughly 43 percent do not report having
Medicaid, resulting in a Medicaid undercount (Davern, Klerman, Baugh, Call,
and Greenberg 2009b). However, because 47 percent of those linked do cor-
rectly report, survey-reported Medicaid enrollment is a critical predictor of en-
rollment in the imputation model.

Stratifying on survey reported Medicaid status, Davern et al. (2009a) esti-
mated two models to partially correct for survey measurement error. The first
model used a logistic regression to predict whether a person received Medicaid
in MSIS given that they did not report having Medicaid in the survey (i.e., a
false-negative model). The second model predicted whether a person received
Medicaid given that they had reported Medicaid coverage in the survey (i.e., a
true positive model). Both models condition on key covariates such as age,
sex, and income and include state fixed effects. The models also include
reported Medicaid enrollment, which is a key predictor of actual enrollment.
Fitting a well-specified model is crucial for the accuracy of the correction, but
it is a standard specification question that is beyond the scope of this article.
Davern et al. (2009a) discuss estimation of the Medicaid models we use here.
See Appendix A of the supplementary data online of this article for the esti-
mated model parameters.

We use the coefficients from these two logistic regression models from
2000 and 2001 to predict each person’s probability of being enrolled in
Medicaid in the 2007 and 2008 CPS (covering calendar years 2006 and 2007)
given their self-reported coverage and other key covariates such as age, sex, in-
come, and state of residence. We then use these person-level predicted proba-
bilities to estimate the number of people having Medicaid by state, which are
reported in table 1.

The point of this article is to add the evaluation of estimate accuracy in the
last four columns of table 1. The bias is estimated as the difference between
the state estimate of enrollment in 20062007 and the Medicaid enrollment
numbers found on Kaiser State Health Facts (Ellis et al. 2008). The Kaiser
number is likely imperfect as well, and bias can vary from state to state given
that each state has different ways they compile the data for Kaiser. In addition,

3. The standard errors for the imputed Medicaid enrollment estimates in Davern et al. (2009a)
were incorrect and did not appropriately adjust for the design effect of the CPS complex sample
design. The standard errors in table 1 of this article for imputed Medicaid by state have been ad-
justed for the design effect of the CPS survey.
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concept alignment between the CPS measure and the Kaiser measure is not
perfect: the Kaiser measure is an average monthly enrollment, and the CPS is a
measure of Medicaid enrollment at any point in the last year. Thus, the CPS
number should be higher and include more enrollees who churn on and off the
program throughout the year. In general, this would mean the administrative
data counts of Medicaid enrollment should be even higher than the Kaiser
counts for the any time in the past year enrollment number. Finally, universes
between CPS and Kaiser are not the same. Kaiser includes people in group
quarters who may have died during the year who would not be counted in
CPS. The impacts of these universe adjustments are important but will not sig-
nificantly impact the findings of the article (see US Census Bureau 2008a,b to
better understand the magnitude). Nevertheless, the Kaiser numbers are an in-
dependent estimate of enrollment in those years for comparison purposes. The
first column of RMSE:s are for the unadjusted CPS (i.e., what one would get if
one simply tabulated the CPS public use file for those two years and created a
two-year average). The second column of RMSEs compares the Kaiser rate to
the CPS blended imputations on the individual-level predicted probabilities.
The final column is the percent reduction (negative numbers are the percent in-
crease) between the two RMSEs for any given state. The Medicaid example
does not account for variance added by imputation so that the MSEs for the im-
puted model are too small.* However, the additional variance due to imputa-
tion modeling will likely be small relative to the reduction in bias (as we find
in the SNAP example later on which adjusted for model variance).

For the United States as a whole, the RMSE for the model-based blended
imputed estimate is 81 percent lower than the RMSE for the direct CPS esti-
mate. This is a substantial reduction in RMSE, which is mainly due to bias be-
ing reduced. The direct CPS estimate of the Medicaid coverage rate for the
United States is 11.4 percent, and the imputed estimate is 13.8 percent, which
is much closer to the 14.3 percent in the Kaiser State Health Facts. In most
states, the RMSE decreased between the CPS direct survey estimate and im-
puted estimate. There are, however, fourteen states that saw an increase in
bias. One would expect estimates from some states to be closer to truth by
chance due to the sampling error in the CPS. Due to the extrapolation, we can-
not hold sampling error fixed here. The fact that RMSE increases for a smaller
fraction of areas when we hold sampling error fixed in the second application
suggests that this explains some but not all of these increases. Increases in
RMSE may also stem from unobserved differences in reporting rates, which
may lead us to overstate receipt in states with the most accurate reporting. The
largest increases were in Utah, Arizona, North Dakota, North Carolina,
Oregon, lowa, Montana, Kansas, and Missouri. These are states in which the
CPS fares particularly well: in these nine states, the difference between the
CPS direct survey estimate and the Kaiser rate was only 0.8 percent on

4. We no longer have access to the Medicaid microdata to correct the variance estimates.
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average, whereas in the thirty-seven states with positive reductions in RMSE,
the average difference was 3.2 percent. When known, differences in reporting
rates can be incorporated in the imputation model, making it desirable for fu-
ture research to look for potential reasons and to attempt to improve on the fit
of the model for these states.”

Our second illustration of how blending based on models from linking data
can improve survey estimates examines SNAP receipt for small geographic
areas® in New York state. The results in table 2 are similar to those for
Medicaid in table 1. They are based on the model and results in Mittag (forth-
coming), which uses administrative SNAP records linked to the ACS to de-
velop a method of correcting survey estimates for measurement error. The
validation data were created by linking administrative records on monthly
SNAP payments for all recipients in New York state from the New York State
Office of Temporary and Disability Assistance (OTDA) to the 2010 ACS sur-
vey data. The administrative records are based on actual, validated receipt, and
the two data sources are linked with a high match rate at the household level.
Thus, even though they are not free of error, the linked data appear accurate
enough that we consider them to be the assumed best or unbiased measure of re-
ceipt. For further descriptions of data linkage and accuracy, see Celhay, Meyer
and Mittag (2017), Cerf Harris (2014), Mittag (forthcoming), and Scherpf,
Newman, and Prell (2014). As Celhay, Meyer and Mittag (2017) show, the
linked data reveal substantial error in reported SNAP receipt and amounts. For
example, 26 percent of administrative data recipient households do not report
SNAP receipt in the ACS (false negatives). On the other hand, the false-positive
rate (true nonrecipients reporting SNAP receipt) is low at 1.2 percent, resulting
in the substantial net underreporting of government transfers that is documented
in Meyer et al. (2015a, 2015b) and Meyer and Mittag (forthcoming).

The fifth column of table 2 provides estimates of receipt rates that we con-
sider to be unbiased from the linked data. We estimate these rates for the 39
county groups that can be identified in the ACS public use data. Comparing
these receipt rates to the survey-based estimates in the first two columns under-
lines that there is net underreporting in all but one area and that reporting rates
vary between these areas. Cerf Harris (2014) examines reporting rates at the
county level in detail.

The main objective of this article is to assess how the survey estimates com-
pare with the results in columns three and four, which contain estimates of the
receipt rate using an imputation model to create blended imputed estimates that

5. For the state of Montana, the increase in the bias in the modeled results derives from the fact
that over half of those on Medicaid were missing the linking information. Thus in Montana’s
case, too few people are imputed to have Medicaid as over half the enrollees were not linkable to
the CPS (US Census Bureau 2008a).

6. We use the counties that can be identified in the public use ACS data and pool counties that
cannot be separated in the public use data.
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partially correct the survey reports. The imputations are based on the method
in Mittag (forthcoming), who uses the linked 2010 ACS data to estimate the
conditional distribution of administrative SNAP receipt and amounts received
given reported receipt and other covariates. The conditional distribution of
SNAP amounts can be seen as a continuous distribution with a mass point at
zero. However, we are only concerned with receipt and not with amounts re-
ceived here. Therefore, we only use the estimate of the binary part of the distri-
bution, which is a standard probit model. In addition to reported SNAP receipt,
the model conditions on a large set of demographic and economic variables, in-
cluding household composition, age, education, and income. The model does
not condition on any geographic information, so that the variation between
counties we examine here is only captured by the covariates. This makes the
reduction in RMSE particularly noteworthy because accuracy could still be im-
proved by incorporating geographic information. As stated previously, specifi-
cation of the imputation model is crucial for the accuracy of the correction but
beyond the scope of this article. It is discussed further in Mittag (forthcoming).
Appendix Table A2 of the supplementary data online contains the estimated
parameters of the conditional distribution.

We use the parameters of this model to predict a probability of SNAP re-
ceipt for each household as done with Medicaid. We then generate a receipt
variable by taking twenty random draws from a Bernoulli distribution with the
predicted probability for every household in the 2010 New York ACS sample.
Taking multiple draws makes simulation error negligible and thus reduces SEs
and avoids having to correct the SEs for simulation error.”

The last three columns of table 2 contain RMSE defined the same way as
for Medicaid above. We compute the bias in the survey and imputation-based
estimates as the difference in the numbers from the linked data in the fifth col-
umn. The population totals to which we compare our estimates are affected by
errors in the administrative data and linkage errors. However, these errors
should be small and outweighed by the benefit that using the linked data
ensures that the numbers are for the same population as our improved survey
estimates (which exclude group quarters and the homeless) and that subject
definitions are comparable. Contrary to the Medicaid application, the imputa-
tion model is estimated using the same sample. Mittag (forthcoming) further
discusses extrapolation across time and geography. We are mainly interested
in the percentage reduction in RMSE when replacing the survey reports by the
imputations in the last column (i.e., by how much the imputations reduce error

7. A key difference between multiple imputation and the approach we take here is that we esti-
mate the statistic of interest from the multiple stacked imputations rather than averaging estimates
from repeated single imputations. For the subgroup means we estimate here, the two approaches
are equivalent, but estimates and SEs differ in general. As discussed in Mittag (forthcoming), cor-
relations and model parameters as in Schenker et al. (2010) may be inconsistent under single and
standard multiple imputation, but the methods discussed here yields consistent estimates.
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compared with uncorrected survey based estimates). The numbers for the en-
tire state of New York in the last row show that the blended imputed estimates
reduce RMSE by an impressive 93 percent. This is similar in magnitude to the
reduction in RMSE for Medicaid and again driven by the reduction in bias.
The standard errors are slightly larger than in the survey, but they are small in
both cases due to the large sample. Thus, bias is the main determinant of
RMSE. The reduction in bias more than makes up for the increase in standard
errors. The survey understates receipt by 25 percent, while the imputations fall
short of the actual share of recipients by 1 percent only.

This pattern also drives the results at the local level. The survey numbers un-
derestimate receipt rates in all but one county, while the imputation-based
numbers do not seem to be systematically biased. They are larger than the as-
sumed “true” numbers in twenty-one out of thirty-nine areas and smaller in
eighteen areas. The imputation-based rates are more accurate than the survey
in terms of estimated RMSE in thirty-one out of thirty-nine areas. The reduc-
tions in RMSE are substantial: in twenty-nine of these thirty-one areas, RMSE
is reduced by 25 percent or more, and in fifteen areas, the imputation-based
measure cuts the error by more than half. However, RMSE of the imputed re-
ceipt rate is larger than the survey RMSE in eight of the thirty-nine areas. As
with Medicaid, this result is primarily due to the fact that the survey closely
replicates the numbers from the linked data for these eight areas (i.e., it is
mainly driven by the good performance of the survey in these counties).

3. DISCUSSION

Recent federal data initiatives emphasize linking and combining data as a
promising way to improve data for policy purposes. For example, key recom-
mendations in the report of the Commission on Evidence-Based Policymaking
(2017) call for producing higher-quality data by linking and combing data.
After the commission report was released, the US Office of Management and
Budget (OMB) put out a request for information to help improve federal statis-
tics stating that ““a priority has been placed on using new techniques and meth-
odologies based on combining data from multiple sources” (Federal Register
2018). We believe our article demonstrates an operationally efficient way of
accomplishing the goal of combining data from multiple sources to improve
data quality and ensure data can be widely disseminated for evidence-based
policy-making. This section first briefly discusses why data linkage is a cost-
effective way to reduce MSE in surveys compared with other common
approaches. We then illustrate how model-based blended imputations compare
with two key alternatives: the status quo and directly replacing survey reports
with the linked administrative values. We compare the strengths and weak-
nesses of these three approaches using the data quality criteria of the FCSM
(2001).
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3.1. Comparisons to Other MSE Reduction Approaches

Model-based blended imputation may not always yield the largest feasible er-
ror reduction, but we argue that it offers a more cost-effective way to lower the
MSE of survey statistics than other commonly employed approaches on which
large amounts of money are spent. Survey researchers often use tools such as
larger sample sizes and/or reducing nonresponse as ways to reduce MSE in
surveys. Larger sample sizes reduce MSE, but this option is both expensive
and grows less effective at reducing variance (and MSE) with each additional
case that is added to the sample (and it also adds respondent burden as more
sample is added). Another common strategy to reduce bias is to reduce survey
nonresponse. Reducing survey nonresponse through additional effort (more
telephone calls, more in-person attempts to recruit a household, more mailings,
etc.) and the use of incentives are costly, and there is little evidence they im-
prove data quality. Research has shown that spending considerable funds on
strategies aimed at increasing response rates can indeed increase response
rates. However, survey research is concerned with response bias and not re-
sponse rates per se. But nonresponse has been shown to have little impact on
the bias survey estimates (Groves 2006; Groves and Peytcheva 2008). Also,
linkages to administrative data have demonstrated that nonresponse bias is
small for key policy-relevant variables such as income (Bee et al. 2015; Meyer
and Mittag (2017)). However, as we show in our article, these same linkage
studies often show significant amounts of measurement error in survey
responses that often lead to sizeable bias in survey estimates. Thus, we believe
that expensive attempts to reduce MSE (such as increasing sample sizes or in-
creasing effort to convert nonrespondents) should be evaluated to make sure
that they are cost-effective ways of reducing MSE relative to other alternatives
such as data linkage.®

3.2. Data Quality of Model-Based Blended Imputations Estimates
Versus Alternatives

To compare model-based blended imputations with key alternative approaches
on criteria that are relevant to statistical agencies, we use the data quality
framework developed in FCSM (2001). The FCSM identifies the four key ele-
ments of data quality as (1) accuracy, (2) relevance, (3) timeliness, and (4) ac-
cessibility. The two alternatives we explore are, first, not making any changes
(i.e., having the agencies maintain current practice), and second, direct substi-
tution (i.e., having the agencies link the data and directly replace the survey

8. Data linkage to administrative data can also facilitate other survey improvements besides re-
ducing measurement error. For example, there is strong evidence that linking the sample frame to
other sources of data can help surveys more efficiently allocate resources used in household listing
(Montaquila et al. 2011).
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report by the actual value from the administrative data—rather than imputing a
value as was done in this study).

If the statistical agencies do not make any changes from current practice, we
believe that data quality will continue to be a problem. A mounting literature
demonstrates that the current approach is not accurate, by showing that esti-
mates of key policy importance are biased by the substantial amount of mea-
surement error (e.g., Davern et al. 2009a; Meyer and Mittag forthcoming). The
results in this article show that the blended imputation approach would sub-
stantially improve estimate accuracy over the current practice. In addition to
accuracy, the imputed estimates could also bring gains in relevancy in that the
survey could be enhanced with additional information from the administrative
data. For example, one could use the blended imputations to develop monthly
enrollment flags instead of indicators of ever being enrolled during a 12-month
reference period. Such an additional programmatic detail has the potential to
improve the policy relevance of the blended imputations for policy research
purposes.

On the other hand, the blended imputation approach cannot improve over
current practice in terms of timeliness and accessibility. Our approach may
slightly reduce timeliness if creating the imputations delays data release or if
the imputations are produced after data release. In order to mitigate the impact
timeliness and accessibility, the model coefficients could be created by the sta-
tistical agency themselves (similar to what appears in Appendix A of the sup-
plementary data online) and distributed separately so as not to interrupt current
data processing. Another approach could be to have the statistical agency grant
access to the linked data to a third party using the Research Data Center (RDC)
network. Interested third parties could include those working on micro simula-
tion models that rely on the survey data such as the Urban Institute’s TRIM
(Urban Institute 2015), Congressional Budget Office simulation models
(Congressional Budget Office 2007), or RAND’s COMPARE (Eibner, Girosi,
Price, Cordova, Hussey et al. 2010) simulation models, in addition to groups
that disseminate the survey microdata such as Integrated Public Use Microdata
Series (IPUMS), Inter-university Consortium for Political and Social Research
(ICPSR), or National Bureau of Economic Research (NBER). If granted ac-
cess, these third parties could estimate imputation model coefficients and/or
the imputations themselves and distribute them through the current dissemina-
tion channels such as [PUMS, ICPSR, or NBER. This would impinge on ac-
cessibility of the imputed data because the imputations are not provided with
the core data product, but this downside could be mitigated if data dissemina-
tions channels such as IPUMS, ICPSR, or NBER would include the imputed
values in the version of the data they distribute.

The second alternative approach to model-based blended imputation is di-
rect substitution of administrative data for survey data. Direct substitution is
more accurate. In terms of relevance, direct substitution is better on some
dimensions but worse on others. And finally, the direct substitution approach
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is likely to be less accessible and timely than blended imputation. To elaborate
on these points, the blended imputation approach is less accurate than the di-
rect substitution approach for two main reasons. First, the model-based blend-
ing approach adds variance from estimated parameters of the model and
imputation. The added variance from estimated parameters decreases the effec-
tive sample size of the linked data.’ In addition to variance, the direct substitu-
tion method is more accurate because it does not rely on a potentially
misspecified model. Most specification questions can be assessed with stan-
dard tests (see Davern et al. 2009a and Mittag forthcoming for discussions of
the models we use here). For imputation models, particular attention should be
paid to the choice of conditioning variables. As discussed in Hirsch and
Schumacher (2004) and Bollinger and Hirsch (2006), the imputation model
should condition on all covariates in the outcome model. The goal of the
blended imputations is to reproduce the distribution of the accurately measured
variable or its joint distribution with the relevant covariates. Researchers devel-
oping the imputation models have access to the linked data; so how closely a
given model reproduces these distributions can be measured and tested using
Kolmogorov- or Cramer-von Mises-type statistics. Most household surveys
are used for a wide range of purposes, so the ideal imputation model may de-
pend on the statistic of interest. This can be addressed by producing different
models for different purposes, and this again presents a slight downside in
terms of convenience compared with direct substitution. Also, as programs and
reporting errors may change over time, the imputation models should con-
stantly be evaluated and improved. And it is likely that one model may not be
appropriate for all use cases, and the development of additional models for spe-
cific use cases is recommended.

When comparing the policy relevance of the direct substitution method to
the model-based imputation method, there are pluses and minuses for each.
For direct substitution (as with the model-based imputation method), relevant
details from the administrative data can be included other than just enrollment
or receipt. These details include the months the person was enrolled, the basis
of eligibility, the exact program of enrollment (e.g., State Children’s Health
Insurance Program or limited benefits Medicaid program versus a full benefits
Medicaid program), the services received, and the amount of benefits
(among many others). The advantage of using direct substitution for these extra

9. Standard errors need to be adjusted for this additional variance, which makes the model-based
imputation approach less convenient. Methods to do so are well developed but depend on details
of the implementation. If one uses the imputation model to create multiple imputations or syn-
thetic data, SEs can be estimated as discussed in Rubin 1996, Raghunathan, Reiter and Rubin
(2003) and Reiter (2003). When using the imputation model to integrate out the error ridden mea-
sure as in Mittag (forthcoming), SEs can be corrected for simulation error as discussed in
McFadden (1989) and for estimated first stage parameters as described in Newey and McFadden
(1994). If one is willing to specity prior distributions, Bayesian survey inference provides a com-
pelling way to measure uncertainty, see Little (2012) for a discussion.
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policy-relevant details is that this information is measured more accurately
than in the blended imputation approach.

The policy relevance advantage for the blended imputation approach is that
high-quality, administrative data are often not available for some geographic
areas or time periods or some households cannot be linked (e.g., survey
respondents opt out of linkage, or survey/administrative data are missing iden-
tifiers used for linkage). In such cases, model-based blended imputation can
use geographic areas and time periods with linked data to develop models and
then extrapolate. This approach, although susceptible to model variance and
misspecification, can still lead to significant reductions in MSE. Mittag (forth-
coming) discusses the required conditions and finds substantial improvements
in accuracy even though the assumptions are at best approximations in his ap-
plication. In the Medicaid empirical example, the model was created using
MSIS data linked to 2000-2002 CPS data and was applied to microdata from
the 2007-2008 CPS. There is likely to be some extrapolation error in this case
since several states experienced changes in their Medicaid program over this
time span. However, as we showed in the analysis presented in this article, the
reductions in MSE are substantial nonetheless. A final benefit of the blended
imputations is that the imputation model can be extended to impute true receipt
for households that the agency is unable to link (e.g., the respondent opts out
of linkage). Such extensions could also address the consequences or linkage
errors (incorrect or incomplete linking identifiers on the survey or administra-
tive data). Linking data on a regular basis will improve our understanding of
the conditions under which extrapolation works and thereby help to validate
and improve the imputation models and the policy relevance of the data that
result. This can make the blended imputations more policy-relevant than direct
substitution in cases where linkage is not possible or imperfect.

The possibility to extrapolate also gives the blended approach an advantage
over direct substitution in terms of timeliness. The administrative data needed
for direct substitution may sometimes not be ready for linking in a timely man-
ner to allow for direct substitution. Using previous years of linked data for
modeling, while potentially less accurate, will result in the production of more
timely estimates for use in policy research.

The final and likely most important advantage of the blended imputation
over direct substitution is accessibility. As pointed out by Bound, Brown, and
Mathiowetz (2001), linked data or validation data are usually only accessible
to a small group of researchers. The main reason for this situation is that mak-
ing the linked data publicly available makes it easier to identify individuals
and carries a confidentiality risk for both the survey and the administrative
data. In the past, this risk has been deemed to be too large to allow for the re-
lease of directly substituted data. This situation may change in the future, pos-
sibly by adding noise, coarsening the linked variables, or creating an
infrastructure for secure data access. But neither the model coefficients nor the
model-based imputed values present as much de-identification risk as direct

6102 19qWBAON G| uo Jasn Aseiqi 869)109 JalunH AQ $GGG 1 L G/0v1/S/.AdBIISge-9)01lEe/Wess[/woo dno-olwapede//:sdiy wouy papeojumoq



Creating Improved Survey Data Products 459

substitution, as long as there is an imperfect model fit, although models also
carry disclosure risk (Reiter and Mitra 2009). As Appendix A of the supple-
mentary data online shows, statistical agencies are willing to release the re-
quired parameters, so the blended imputations approach is already feasible.
Thus, the blended imputation approach has an advantage for public accessibil-
ity in that the model error may be large enough to pass a data-producing organ-
ization’s confidentiality review.

4. CONCLUSION

All data (including survey and administrative data) have errors. However, it is
critical that we move beyond acknowledging data limitations and create new
data products that blend the strengths of each data system to reduce known
errors. Such innovative methods to mitigate the flaws in any one data system
have the potential to improve public policy decisions. From our two analyses
of Medicaid and Food Stamps, we argue that in the realm of survey errors that
we (1) can address and (2) have a measurable impact on data quality, reducing
measurement error through linkage of administrative data to survey data is a
way to achieve substantial MSE reductions. Current practice does not incorpo-
rate the results from linkage studies into the most widely used and circulated
data products from data producers such as the US Census Bureau.'® We be-
lieve that they can and should do more to correct for known survey measure-
ment error. At a minimum, data producers (potentially in collaboration with
the broader research community) should create alternatives to their standard
data products that are known to have pronounced measurement error in policy-
relevant variables.

We have demonstrated one approach for creating products that allows ana-
lysts to partially correct known measurement errors. The examples of
Medicaid and SNAP receipt underline that the resulting improvements can be
substantial as they reduced RMSE by 81 and 93 percent compared with the
survey estimates for the geographic areas we examined. The model-based
blended imputation approach has been found to work well for a wide range of
use cases. It extends to multivariate analyses and more complex estimators.
Schenker et al. (2010) and Mittag (forthcoming) impute both binary and con-
tinuous variables and find the blended imputation to work well for multivariate
and nonlinear models.

We use the FCSM (2001) elements of data quality (accuracy, relevance,
timeliness, and access) to evaluate the blended imputations. We provide evi-
dence that a key advantage of model-based imputation is its improvement of
accuracy compared with current practice. We argue that the improvement in
accuracy 1is large enough to outweigh the disadvantages in timeliness and

10. Although we note a good recent example is in Motro and Roth (2017).
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access. Direct substitution would be more accurate than the blended imputa-
tions and have similar relevance. If linked data can be made accessible to a
wider audience in a timely fashion, then advantages of direct substitution may
easily make this approach preferable. However, access to directly substituted
data may not be able to be made public, making this route more difficult. And
given the current state of affairs the blended imputation appears preferable on
grounds of accessibility and timeliness despite the loss off accuracy. The
method we propose does not pose as great a risk to data confidentiality and
the privacy of respondents, nor does sharing it publicly violate the terms of
some of data sharing agreements between agencies.

Additional data products that improve accuracy through model-based
imputations could be created based on existing data linkage projects. These
additions to current data products could consist of (1) a set of models com-
plete with coefficients like the ones we generated in this article for Medicaid
and SNAP so that users of the data could use them to create imputations
themselves or (2) a separate imputed variable for all survey persons/house-
holds using models like the ones we have used that is included in future data
products. Little (2012) discusses the advantages of these two options
further.

The reasons why it is now imperative to use linked data in the creation of
official statistics, reports, and data products are that (1) the foundational re-
search for use of linked administrative data and survey data has been con-
ducted for several potential sources, (2) there is clear evidence from these
research projects that the amount of bias due to measurement error in the sur-
vey data could be significantly reduced, and (3) the necessary infrastructure
for sharing data among federal agencies is in place, and directives have been
supplied by the Office of Management and Budget (Burwell 2014; O’Hara
2016). Now is the time to start building the data products that use blended
survey and administrative data in production as it will improve official statis-
tics, reports, and data products. While not all linked administrative data and
survey data are ready for production, we believe that there are substantive
areas of policy research (such as Medicaid enrollment, Medicare enrollment,
SNAP and other program receipt, and uninsurance calculations) that have the
needed agreements in place and ongoing linkage projects. These projects can
be leveraged to improve our ability to make policy-relevant estimates to eval-
uate and cost out policy proposals for use by organizations such as the
Congressional Budget Office, and the Office of the Actuary at the Centers for
Medicare & Medicaid Services.

Supplementary Materials

Supplementary materials are available online at academic.oup.com/jssam.
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