
2000 worked 43.1 hours. For employed women, the average work-
week was 37.0 hours in 1970 and 37.1 hours in 2000 (see table 2.1).

We know that working time partly reflects the state of the econ-
omy, with the workweek shrinking during a recession and expand-
ing during boom times, but what is remarkable is how slight these
variations have been despite large changes in the nature of American
economic life.2 Reflecting the sluggish economy, from 2000 to 2002
men’s average working hours declined less than one hour per week
(0.7 hours), and women’s hours declined less than half an hour
(0.4 hours).3 Even during the more severe recession of the early
1980s, the average workweek for men lost just over one hour per
week and that for women, less than half an hour.

Another important component of working time is vacation time,
which has grown slightly for some groups and remained roughly
constant for others. In 1997, those with one year of service with a
firm received an average of just under two weeks of vacation time,
while those with five years of service received 13.8 vacation days
on average, up from 12.4 days in 1980. Those with ten years of ser-
vice received just over three weeks of vacation, and those with
twenty years of service received four weeks on average. Thus, it typ-
ically takes American workers twenty years of continuous service
with one firm to obtain four weeks of paid vacation, and many
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TABLE 2.1 Hours Worked per Week by Male and Female
Nonfarm-Wage-Earning and Salaried Workers, 
1970 and 2000

Percentage Percentage 
Working Less Than Working More Than

Total Hours Thirty Hours Fifty Hours
Worked (Mean) per Week per Week

Men
1970 43.5 4.5% 21.0%
2000 43.1 8.6 26.5

Women
1970 37.0 15.5 5.2
2000 37.1 19.6 11.3

Source: Authors’ estimates based on the March 1970 and 2000 Current Population Survey
data.



TABLE 2.2 Trends in Joint Hours per Week of Paid Work by Nonfarm Husbands and Wives Aged Eighteen to
Sixty-Four, 1970 and 2000

Mean Percentage Percentage 
Total Hours Working Less Than Working More Than Husband’s Wife’s

Worked Seventy Hours One Hundred Hours Hours Hours

1970
All couples 52.5 63.4% 3.1% 38.9 33.6
Both work (35.9 percent) 78.0 24.9 8.7 44.1 33.9
Husband only works (51.4 percent) 44.4 96.0 0.0 44.4 0.0
Wife only works (4.6 percent) 35.5 99.6 0.0 0.0 35.5
Neither works (8.2 percent) 0.0 0.0 0.0 0.0 0.0

2000
All couples 63.1 53.7% 9.3% 41.5 26.4
Both work (59.6 percent) 81.6 18.9 14.5 45.0 36.6
Husband only works (26.0 percent) 44.9 95.2 0.0 44.9 0.0
Wife only works (7.1 percent) 37.2 97.9 0.0 0.0 37.2
Neither works (7.2 percent) 0.0 100.0 0.0 0.0 0.0

Source: Authors’ estimates based on the March 1970 and 2000 Current Population Survey data.



documented, it is difficult to calculate these comparisons precisely.)
Most child-care workers are also born in the United States, with
immigrants making up a substantial yet minority proportion only
among domestic workers in private households.

Moreover, private household workers constitute a small and
declining segment of the U.S. labor force. Table 2.3 shows that
the number of domestic workers peaked in 1940 at 2.4 million and
declined sharply during the 1960s. It fell below one million for the
first time in 2000 and now represents less than 1 percent (0.66 per-
cent) of the labor force. It appears, then, that the prevalence of nan-
nies declined just as married women entered the labor force in
ever-growing numbers. Furthermore, of those who work in private
households, many are not directly providing child care. In 2000,
roughly 275,000 were doing child care in private household settings,
whereas the rest were performing other forms of domestic service,
such as cooking and cleaning. All of these workers deserve good pay
and working conditions, but they are not all caring for children.

These recent labor-force statistics probably miss some immi-
grants, but they are also more complete than those of earlier cen-
suses. The level of underreporting would have had to grow at a
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TABLE 2.3 Number of Workers in Private Household
Employment, 1900 to 2000

Private Percentage of Labor Force
Household Total Labor Working in Private 

Year Workers Force Households

1900 1,579 29,030 5.44%
1910 1,851 37,291 4.96
1920 1,411 42,206 3.34
1930 1,998 48,686 4.10
1940 2,412 51,742 4.66
1950 1,539 58,999 2.61
1960 1,825 67,990 2.69
1970 1,204 80,603 1.49
1980 1,229 97,279 1.26
1990 1,023 117,914 0.87
2000 894 135,208 0.66

Source: Census and Current Population Survey data.
Note: In thousands.



TABLE 3.1 Percentage Distribution of Work Schedules Among Employed Americans Age Eighteen and over, by
Gender and Number of Hours Worked (Current Population Survey, May 1997)

Total Males Females

More Than Less Than More Than Less Than More Than Less Than
Work Schedules Total 35 Hours 35 Hours Total 35 Hours 35 Hours Total 35 Hours 35 Hours

Hours
Fixed day 80.1% 83.0% 70.4% 78.9% 81.1% 67.5% 81.4% 85.9% 72.0%
Fixed evening 8.1 6.3 14.4 8.1 6.9 15.2 8.1 5.5 14.0
Fixed night 4.1 4.3 3.7 4.5 4.5 4.5 3.7 3.9 3.3
Hours vary 4.2 3.2 7.7 4.4 3.7 8.5 3.9 2.5 7.2
Rotatinga 3.6 3.2 3.8 4.1 4.0 4.4 2.8 2.2 3.5
N 49,570 38,272 11,201 25,916 22,067 3,800 23,654 16,205 7,401

Days
Weekday only, 60.3 65.7 42.4 59.7 62.3 45.6 61.1 70.6 40.6
five days

Weekday only, 8.0 3.6 22.9 5.3 3.4 16.1 11.0 3.9 26.6
less than five days

Seven days 7.9 7.7 8.0 8.7 8.4 9.5 6.9 6.7 7.2



Weekday and weekend, 23.1 22.9 24.3 25.7 25.8 26.2 20.1 18.7 23.3
less than seven days

Weekend only, 0.7 0.1 2.4 0.5 0.1 2.6 0.9 0.1 2.2
one or two days

N 50,275 37,827 10,771 26,167 21,802 3,635 24,108 16,025 7,136

Combination
Fixed day, weekdays only, 54.4 59.6 36.5 52.9 55.5 38.6 56.2 65.4 35.3
five days

Rotators or hours 5.3 4.6 7.2 5.9 5.4 8.6 4.5 3.5 6.5
vary and weekenda

All others 40.3 35.8 56.3 41.1 39.2 52.8 39.3 31.1 58.2
N 48,672 37,813 10,765 25,469 21,790 3,631 23,203 16,203 7,134

Source: Presser (1999).
Notes: The total number of cases is more than the sum of those working thirty-five or more hours last week and less than thirty-five hours because of missing
data on the number of hours worked last week on all jobs. Also, differences in number of cases by type of work schedules are due to missing data for these
variables. All percentages are weighted for national representativeness; the number of cases reports unweighted samples for each category. Percentages may
not add exactly to 100.0 because of rounding.
aThis includes seventy-four individuals designated as twenty-four-hour workers.



is considerable nonoverlap, and thus it is appropriate to charac-
terize such couples as essentially working “split shifts.” (An alter-
native term in use is “tag-team couples.”)

Single mothers (nonmarried and separated or divorced) are
more likely to work nonstandard schedules than married mothers—
as well as longer hours. Among single mothers with children under
age 14, 20.8 percent work nonstandard hours and 33.2 percent work
weekends; for married mothers with children under age 14, it is
16.4 percent and 23.9 percent, respectively (Presser 2003a). For both
marital statuses, having younger children and having low earnings
both increase the percentages.

With such widespread prevalence of nonstandard work sched-
ules among American families, what do we know about the conse-
quences? I address this issue first with regard to the existing literature,
and then report on some findings from my own research.
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TABLE 3.2 Percentage of Married Couples with at Least One
Spouse Who Works Nonday Shifts by Family Type
and Age of Youngest Child (Current Population
Survey, May 1997)

Family Type and Age of Youngest Child Percentage Nonday

At least one earnera 23.8%

At least one earner and a
Child under the age of fourteen 25.8
Child under the age of five 30.6

Two earners onlyb 27.8

Two earners and a
Child under the age of fourteen 31.1
Child under the age of five 34.7

Source: Author’s analysis.
Note: Nonday shifts include work schedules in which the hours most days of the reference
week were between 4 P.M. and 8 A.M., rotating hours, and those too variable to classify.
aCouples with at least one employed spouse on the job during the reference week in a
nonagricultural occupation, including all rotators, and both spouses aged eighteen and
over.
bCouples with both spouses on the job during the reference week, including all rotators,
both in nonagricultural occupations and aged eighteen and over.



TABLE 3.3 Largest Projected Job Growth Occupations (2000 to 2010) and Their Work Schedule, Gender, and
Race Characteristics

Employment Percentage in Occupation Working Percentage of Group in
(in Thousands) Nonstandard Schedules (CPS, May 1997) Occupation (CPS, May 1997)

Percentage
Percentage Percentage Non-Hispanic Percentage

Job Other Than Percentage Percentage Female Black Hispanic
Growth 2010a Fixed Day Weekend (a) or (b) (All Occupa- (All Occupa- (All Occupa-
Rank Occupationb 2000 (Projected) (a) (b) (c) tions = 46.0) tions = 10.5) tions = 9.8)

1 Food preparation 2,206 2,879 45.8% 55.0% 68.0% 51.5% 11.8% 24.2%
and serving 
workers,
including fast 
foodc

2 Customer service 1,946 2,577 n.a. n.a. n.a. n.a. n.a. n.a.
representativesd

3 Registered nurses 2,194 2,755 34.6 42.9 55.1 94.5 7.5 3.2
4 Retail salespersons 4,109 4,619 32.2 62.9 70.6 55.3 7.7 8.7
5 Computer support 506 996 20.0 15.9 26.5 56.1 19.9 3.1

specialistse



6 Cashiers, except 3,325 3,799 50.4 71.0 80.1 77.2 15.6 12.3
gaming

7 Office clerks, 2,705 3,135 16.2 15.7 23.5 76.3 13.6 8.9
general

8 Security guardsf 1,106 1,497 57.0 55.8 73.9 22.8 19.4 13.0
9 Computer software 380 760 5.2 13.5 16.9 31.5 6.6 2.4

engineers,
applicationsg

10 Waiters and 1,983 2,347 65.1 79.0 89.5 78.8 3.1 12.6
waitresses

Source: Presser (2003).
Note: n.a. = not available.
aProjections are derived by the Bureau of Labor Statistics (Hecker 2001, table 4).
bThe BLS occupational classifications for job projections is based on the National Industry-Occupation Employment Matrix (NIOEM) and do not always corre-
spond exactly with the CPS occupational classifications, as noted in these footnotes.
cThis category includes kitchen workers, food preparation and miscellaneous food preparation occupations in the CPS.
dThere is no separate classification in the CPS for this category.
eThis category corresponds to computer equipment operators in the CPS.
fThis category includes guards and police, except public service and protective service occupations, not elsewhere classified in the CPS.
gThis category includes computer system analysis and scientists and operations and systems researchers and analysts in the CPS.
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TABLE 4.1 Summary of Measures of Dependent Variables and
Work, Family, and Individual Control Variables,
1977 and 1997

Dependent Variables
1977

Health-related
Distress

General health status
Dissatisfaction with life

Family and social adjustment
Interference between job and
free time

Satisfaction with spare time
Work-family life interference

1997
Health-related

Distress

Ill days

Dissatisfaction with life
Burnout

Family and social adjustment
Interference between job and 
free time

Conflict balancing work and 
personal life

Negative spillover from home 
to job

Negative spillover from work 
to home

Work, Family, and Individual Control Variables
1977 and 1997

Work-related
Professional

White collar

Blue collar
Service

Nine items: physical symptoms of 
anxiety or depressiona

Single item: scale of 1 to 7
Single item: three levels (complete, 
not very)

Single item: how much interference

Single item: how satisfied
Single item: how much

Two items, minor health problems,
stressed

Single item: days missed work in three
months

Single item: four levels
Four items, used up, drained, tired,
burned outa

One item: same as 1977

One item: how much conflict

Five items: family life prevents work
involvementsa

Five items: work prevents family
involvementsb

Legal, medical, teaching, engineering
and like occupations (omitted category)

Managers or administrators, technical,
sales, clerical

Craft, operator, skilled and manual labor
Service

(continued)



“Rotating shift” distinguishes workers who work any form of rotat-
ing shift from those reporting any other work schedule. In the 1997
data we were also able to create an additional schedule type, “flex-
ible schedule,” which distinguishes workers who reported having
a “flexible or variable schedule with no set hours” from those report-
ing any other work schedule.
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TABLE 4.1 Continued

Core

State

Periphery

Self-employed
Hours per week
Size

Union
Family and individual

Gender
Race
Education

Age
Family structure

Source: Authors’ compilation.
aα = 0.81.
bα = 0.85.

Manufacturing, transportation,
finance, business services, health
services, construction industries

Educational services, social services,
public administration

Wholesale and retail trade, other ser-
vices, mining, agriculture, forestry,
fishing (omitted category)

Single item
Actual hours worked in average week
Natural log of number of employees
at workplace

Union member (yes, no)

Male = 0, female = 1
White = 0, nonwhite = 1
Categories from less than high school
to post-B.A.

Years

No children, unmarried 
(omitted category)

No children, married, spouse not 
working

No children, married, spouse 
works

Single parent
Two parents, married, spouse 
not working

Two parents, married, spouse 
works



TABLE 4.2 Means for Independent Variables by Schedule Type and Schedule Control, 1977 and 1997

Regular Monday Non–Monday High 
Variables All to Friday Day to Friday Day Nondaya Rotating Flexibleb Control

1977 1997 1977 1997 1977 1997 1977 1997 1977 1997 1997 1977 1997
n 1,147 3,030 784 2,174 346 856 136 226 56 166 407 137 565 

(68.4) (71.7) (30.2) (28.3) (11.9) (7.5) (4.9) (5.5) (13.4) (11.9) (18.6)
Age 38.50 40.99 38.93 41.00 38.43 40.90 32.65 38.08 36.75 38.18 41.07 39.32 43.41
Sex 0.33 0.47 0.37 0.48 0.24 0.44 0.34 0.45 0.21 0.42 0.35 0.23 0.39
(percentage
female)

Race 0.10 0.20 0.12 0.21 0.08 0.18 0.19 0.34 0.07 0.23 0.12 0.07 0.20
(percentage
nonwhite)

Less than 0.21 0.06 0.21 0.05 0.23 0.07 0.21 0.08 0.23 0.07 0.06 0.15 0.07 
high school

High school 0.37 0.29 0.35 0.27 0.40 0.33 0.46 0.45 0.41 0.38 0.25 0.27 0.29 
graduate

Some college 0.23 0.32 0.22 0.31 0.22 0.34 0.22 0.35 0.27 0.37 0.29 0.34 0.31
Bachelor’s 0.09 0.21 0.10 0.23 0.08 0.17 0.09 0.09 0.09 0.11 0.25 0.12 0.21 
degree

Post- 0.10 0.12 0.13 0.13 0.07 0.08 0.01 0.03 0 0.06 0.16 0.12 0.11
baccalaureate

Single, 0.26 0.26 0.26 0.25 0.29 0.28 0.38 0.32 0.12 0.36 0.28 0.26 0.20
no children

Single parent 0.05 0.11 0.05 0.11 0.03 0.13 0.07 0.17 0.04 0.15 0.08 0.01 0.12
No children, 0.13 0.17 0.14 0.17 0.11 0.15 0.06 0.10 0.14 0.10 0.17 0.16 0.16
spouse
working



No children, 0.12 0.06 0.12 0.05 0.11 0.08 0.04 0.07 0.20 0.06 0.07 0.12 0.10
spouse not 
working

Children, 0.20 0.28 0.21 0.30 0.18 0.25 0.24 0.20 0.18 0.21 0.27 0.15 0.29 
spouse
working

Children, 0.24 0.12 0.22 0.12 0.28 0.11 0.21 0.14 0.32 0.12 0.13 0.30 0.13
spouse not 
working

Core 0.56 0.62 0.63 0.66 0.39 0.51 0.74 0.71 0.57 0.40 0.58 0.50 0.60
State 0.18 0.15 0.23 0.18 0.08 0.07 0.09 0.08 0.16 0.16 0.09 0.13 0.08
Periphery 0.25 0.23 0.14 0.16 0.52 0.41 0.18 0.20 0.27 0.44 0.34 0.37 0.32
Self-employed 0.13 0.17 0.06 0.12 0.32 0.30 0 0.09 0.02 0.11 0.46 0.39 0.42
White collar 0.40 0.46 0.36 0.48 0.49 0.43 0.26 0.24 0.27 0.41 0.46 0.55 0.53
Professional 0.14 0.18 0.18 0.20 0.06 0.12 0.07 0.07 0.05 0.11 0.19 0.09 0.14
Blue collar 0.37 0.26 0.40 0.26 0.32 0.27 0.51 0.49 0.48 0.31 0.24 0.27 0.23
Service 0.11 0.09 0.05 0.06 0.13 0.17 0.22 0.20 0.20 0.16 0.11 0.09 0.09
Hours per week 46.2 49.8 42.9 48.5 53.0 53.0 43.8 47.7 44.9 51.6 56.7 48.8 52.5
Multiple jobs 0.15 0.16 0.14 0.15 0.15 0.19 0.12 0.16 0.18 0.17 0.24 0.12 0.20
Size of firm 4.43 4.45 4.69 4.54 3.67 4.20 5.71 5.24 5.07 4.74 3.85 3.36 3.76
Union member 0.26 0.15 0.29 0.18 0.20 0.14 0.44 0.27 0.41 0.21 0.08 0.10 0.06
Schedule controlc 2.15 3.05 2.10 2.95 2.32 3.29 2.08 2.65 1.87 2.67 3.76

Source: Authors’ analyses. 1977 data are from Quinn and Staines (1979); 1997 data are from Bond, Galinsky, and Swanberg (1998).
Note: Numbers in parentheses are percentages.
aNonday shift is regular evening or night shift in 1997 and in 1977 includes those who start work after noon.
bFlexible schedules were not measured in 1977.
cSchedule control is measured differently in 1977 and 1997 (see text). The values cannot be compared directly.



TABLE 4.3A The Effects of Schedule Type and Schedule Control on Job–Free Time Interference, Work-Family
Interference, Dissatisfaction with Spare Time, Distress, Dissatisfaction with Life and General
Health Status (Controlling for Individual, Family, and Work and Employment Variables), 1977

Dependent Variables

Independent Job–Free-Time Work-Family Dissatisfaction General 
Variables Interference Interference with Spare Time Distress Dissatisfaction Health Status

Schedule types
Nonday .319*** 345*** .506*** .529*** .253*** .277*** .167 .239 .029 .037 −100 −.115

(.092) (.094) (.109) (.112) (.072) (.074) (.514) (.526) (.049) (.051) (.097) (.100)
Not Monday .132+ .152* .104 .127 .043 .052 .423 .620 .056 .071+ −.158* −.181*
to Friday (.069) (.071) (.076) (.079) (.054) (.055) (.387) (.395) (.037) (.038) (.072) (.074)

Rotating .054 .037 .472*** .449*** −.023 −.023 1.503* 1.312+ −.032 −.048 .042 .047 
(.130) (.131) (.131) (.133) (.101) (.102) (.713) (.719) (.069) (.070) (.135) (.138)

Schedule control
Schedule −.129*** −.111** −056+ −.829*** −.066*** .089* 
control (.038) (.042) (.029) (.210) (.020) (.040)

Change in .009 .004 .028 .003 .010 .006 .005 .014 .000 .006 .004 .000 
R-squareda

Total adjusted .091 .095 .150 .153 .049 .054 .043 .057 .030 .036 .053 .053 
R-squaredb

Source: Authors’ analyses of data from Quinn and Staines (1979).
Notes: Numbers in parentheses are standard errors. N = 1,250. The equation for work-family interference contains 928 cases (the dependent variable was
not measured for single individuals or marrieds without children). Under each dependent variable, the first column of figures represents regression effects
and R-squared with just schedule-type variables. The second column represents schedule type and control.
aR-squared changes when schedule types and control are added to the equation with covariates.
bIncludes schedule types and covariates in equation.
+ p < .10 * p ≤ .05 ** p ≤ .01 *** p ≤ .001



TABLE 4.3B The Effects of Schedule Type and Schedule Control on Job–Free Time Interference, Conflict Balancing Work
and Personal Life, Negative Spillover from Home to Work, Negative Spillover from Work to Home, Burnout,
Distress, Dissatisfaction with Life, and Days Ill in the Past Three Months (Controlling for Individual, Family
and Work, and Employment Variables), 1997

Dependent Variables

Conflict Negative Negative 
Job–Free- Balancing Spillover Spillover 

Independent Time Work and from Home from Work Dissatisfaction Days Ill in Past 
Variables Interference Personal Life to Work to Home Burnout Distress with Life Three Months

Schedule types
Nonday .203** .211** .176* .184+ .050 .054 .112 .111 −.015 −.011 .059 .064 .053 .052 −.833* −.836*

(.078) (.078) (.089) (.089) (.054) (.054) (.075) (.074) (.080) (.079) (.076) (.076) (.055) (.055) (.409) (.412)
Not Monday .065 .067 .016 .017 −.063 −.062 −.030 −.021 −.055 −.047 −.041 −.035 .058 .061 .447 .447 

to Friday (.053) (.053) (.061) (.060) (.037) (.037) (.051) (.051) (.055) (.054) (.052) (.052) (.038) (.037) (.280) (.282)
Rotating .281** .257** .263** .228* .100 .093 .302*** .260** .149 .104 .010 −.018 .054 .022 −.893+ −.895+

(.089) (.089) (.102) (.101) (.101) (.062) (.086) (.085) (.092) (.090) (.087) (.087) (.064) (.063) (.469) (.471)
Flexible .034 .058 .095 .127 −.030 −.022 −.019 .021 −.029 .015 .013 .042 −.037 −.013 .260 .262 

(.070) (.070) (.080) (.079) (.049) (.048) (.067) (.066) (.072) (.071) (.069) (.068) (.050) (.049) (.368) (.371)
Schedule control

Schedule −.073*** −.100*** −.016 −.128*** −.139*** −.091*** −.092*** .004 
control (.016) (.018) (.011) (.015) (.016) (.025) (.084)

Change in .006 .009 .003 .012 .002 −.001 .003 .028 −.003 .028 −.001 .013 .000 .025 .001 .000
R-squareda

Total adjusted .055 .064 .078 .090 .042 .041 .079 .107 .046 .074 .052 .065 .047 .072 .009 .009
R-squaredb

Source: Authors’ analyses of data from Bond, Galinsky, and Swanberg (1998).
Notes: Numbers in parentheses are standard errors. N = 2,556.
aR-squared changes when schedule types and control are added to the equation with covariates.
bIncludes schedule types and covariates in equation.
+ p < .10 *p ≤ .05 ** p ≤ .01 *** p ≤ .001



TABLE 4.4A Nonlinear Effects of Schedule Type and Schedule Control, 1977

Job–Free-Time Work-Family Dissatisfaction 
Interaction of Terms Interference Interference with Spare Time Distress Dissatisfaction General Health

Schedule multiplied by control
Nonday multiplied by control −.094 −.217 −.256** −.018 .026 −.017

(.124) (.150) (.097) (.702) (.067) (.133)
Not Monday to Friday multiplied −.059 .154+ −.007 .446 .012 .055 
by control (.076) (.085) (.060) (.425) (.041) (.081)

Rotating multiplied by control −.220 −.276 −.185 .601 .006 −.035
(.175) (.169) (.137) (.962) (.094) (.184)

Change in R-squareda .000 .004 .005 −.001 −.002 −.002
Total adjusted R-squaredb .095 .157 .059 .056 .034 .051

Source: Authors’ analyses of data from Quinn and Staines (1979).
Notes: Numbers in parentheses are standard errors. N = 1,250. The equation for work-family interference contains 928 cases (the dependent variable was
not measured for single persons or marrieds without children).
aIncrement in R-squared is from the equation with covariates, schedule and control (table 4.3A).
bIncludes schedule types and covariates in equation.
+ p < .10 *p < .05 ** p < .01



TABLE 4.4B Nonlinear Effects of Schedule Type and Schedule Control, 1997

Conflict Negative Negative Days Ill
Balancing Spillover Spillover in Past

Job–Free-Time Work and from Home from Work Dissatisfaction Three
Interaction Terms Interference Personal Life to Work to Home Burnout Distress with Life Months

Schedule multiplied 
by control

Nonday multiplied .008 −.004 .004 −.019 .039 .025 .004 −.203
by control (.056) (.063) (.039) (.052) (.056) (.054) (.039) (.303)

Not Monday to −.054 −.049 −.032 −.072+ −.046 .015 .022 .462* 
Friday multiplied (.039) (.044) (.027) (.037) (.039) (.038) (.027) (.211)
by control

Rotating multiplied −.027 −.033 .020 .061 .030 .023 −.068 −.359
by control (.066) (.075) (.046) (.063) (.067) (.065) (.046) (.361)

Flexible multiplied −.175*** −.208*** −.067** −.246*** −.272*** −.210*** −.149*** −.288
by control (.033) (.038) (.023) (.031) (.034) (.032) (.023) (.181)

Change in .010 .010 .004 .026 .027 .014 .010 .002
R-squareda

Total adjusted .074 .100 .045 .133 .101 .079 .082 .011
R-squaredb

Source: Data from Bond, Galinsky, and Swanberg (1998).
Notes: Numbers in parentheses are standard errors. N = 2,556.
aIncrement in R-squared is from the equation with covariates, schedule and control (table 4.3B).
bIncludes schedule types and covariates in equation.
+ p < .10 * p < .05 ** p < .01 *** p < .001



TABLE 4.5 Summary of Significant Family Status by Shift, Family Structure by Schedule Control 
Interactions (Controlling for Individual, Family, Work and Employment Variables, 
Schedule Type, and Control), 1997

Job Versus Work-Personal Spillover from Spillover from
Outcome Interactiona Burnout Stress Dissatisfaction Days Ill Free Time Balance Home to Job Job to Home

Flexible schedule 
multiplied by
No kids, spouse works − − −
No kids, spouse does − −
not work

Single parent − +
Two parents, − − − − − −
spouse works

Two parents, spouse − − − − −
does not work

Rotating schedule 
multiplied by
No kids, spouse does − −
not work

Single parent − − −



Not Monday to Friday 
schedule multiplied by
No kids, spouse does − +
not work

Single parent + −
Non-day schedule 
multiplied by
Two parents, + + + + +
spouse works

High schedule control 
multiplied by
No kids, spouse works + +
No kids, spouse − −
does not work

Single parent +

Source: Authors’ analyses of data from Bond, Galinsky, and Swanberg (1998).
aOnly these specific interaction terms had significant coefficients (p < .05) with the outcome variables.



RETHINKING TIME IN ORGANIZATIONS

As a whole, our analyses produced an interesting set of results. Past
and future temporal depths were positively correlated, as was age
with both depths as well as overall temporal depth. Further, tem-
poral depth was negatively related to environmental dynamism.
Notably, all of these relationships persisted after we controlled for
organizational size, age, and the dimensions of the organizational
environment. After controls were introduced, organizational age was
not significantly related to firms’ financial performance. Nevertheless,
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FIGURE 5.1 Earnings per Share by Temporal Depth for Younger
and Older Organizations (Regression Lines)

Source: Authors’ compilation.
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to the temporal parameters used in the financial investment tradi-
tion to define comparable temporal depths, which suggests that these
normative depths for financial matters may have affected organi-
zations’ temporal depths in general.

The similarities between corresponding past and future depths
reveal a symmetry that anticipates the relationships we found be-
tween past and future temporal depths. Empirical results had con-
sistently revealed that for individuals (see the preceding discussions),
past and future temporal depths were positively correlated. So the
question was, would a positive correlation exist at the organiza-
tional level? As the regression results presented in table 5.2 reveal,
the two temporal depths were positively correlated in our sample
of organizations (r = .29, p ≤ .001, two-tailed test) and this positive
relationship persisted after controlling for organizational age and
size, and for environmental complexity, dynamism, and munifi-
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TABLE 5.1 Temporal-Depth Statistics for a Random Sample 
of 193 Publicly Traded American Companies,
Presented in Days and Years

Descriptive Statistics

Temporal Depth Mean Median Standard Deviation Low High

Future depths
Short-term future 148.78 91.0 167.27 1 1,825

(.41) (.25) (.46) (.003) (5)
Midterm future 532.82 365.0 561.11 14 5,475

(1.46) (1) (1.54) (.04) (15)
Long-term future 1,534.39 1,095 1,217.78 30 10,950

(4.20) (3) (3.34) (.08) (30)
Past depths

Recent past 116.81 91 181.24 1 1,825
(.32) (.25) (.50) (.003) (5)

Middling past 575.59 365 1,140.39 1 10,950
(1.58) (1) (3.12) (.003) (30)

Long-ago past 1,984.21 1,095 2,130.94 91 10,950
(5.44) (3) (5.84) (.25) (30)

Source: Authors’ compilation.
Notes: One missing value reduced the N for the long-ago-past statistics to 192 companies.
Years in parentheses.



cence. Thus, the positive correlation between past and future tem-
poral depths that had been found at the individual level in several
studies is also revealed as existing at the organizational level. So for
the organizational level of analysis we can now be more confident
that the longer an organization’s past temporal depth, the longer its
future temporal depth will likely be. And given the symmetries
between past and future temporal depths reported in table 5.1, it
seems there is a general tendency for organizations to look about
as far into the future as they do into the past, even perhaps, at the

Temporal Depth 127

TABLE 5.2 Multiple Regression Analyses for Temporal Depth,
Organizational Age, Environmental Dynamism, and
Capital Expenditures

Standardized Regression Coefficients (Betas)

Future Past Total
Independent Temporal Temporal Temporal Capital 
Variable Depth Depth Depth Expenditures

Total temporal NA NA NA .12* 
depth (.37***)

Past temporal .19* NA NA
depth (.29***)

Organizational age .23* .38*** .43*** .15**
(.35***) (.40***) (.46***)

Organizational sizea .04 .04 .05 .74***
Environmental .09 −.13 −.05 .10*
complexity

Environmental −.11 −.12 −.16+ −.02
dynamism (−.23**)

Environmental .04 −.03 .00 .01
munificence

R-squared .18 .18 .24 .75
F for overall 5.22*** 6.43*** 9.07*** 60.61***
equation

Source: Authors’ compilation.
Note: The listwise N was 153 for the multiple regressions for future temporal depth, past tem-
poral depth, and total temporal depth. For capital expenditures the listwise N was 131. The
coefficients in parentheses are the zero-order correlations between the independent and
dependent variables. 
NA = not applicable.
aNatural logarithm.
+p ≤ .10, two-tailed test *p ≤ .05, two-tailed test **p ≤ .01, two-tailed test ***p ≤ .001, two-
tailed test
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TABLE 5.3 Hierarchical Regression Analyses for Temporal
Depth, Organizational Age, and Financial
Performance

Standardized Regression Coefficients (Betas)

Earnings per Share (EPS) Return on Assets (ROA)

Independent Step 1 Step 2 Step 3 Step 1 Step 2 Step 3
Variable

Temporal depth .30*** .20* .20* .19* .07 .07
Organizational age .14 .13 .11 .10
Organizational sizea .19* .19* .37*** .38***
Environmental .04 −.10
complexity

Environmental .03 .01
dynamism

Environmental −.03 −.12
munificence

R-squared at .09 .15 .15 .04 .19 .22
each step

Change in .06* .00 .16*** .03
R-squared

F for overall 13.42*** 7.81*** 3.88*** 5.10* 10.73*** 6.14***
equation

Return on  Equity (ROE) Return on Sales (ROS)

Temporal depth .16+ .13 .13 .19* .09 .10
Organizational age −.04 −.09 .15 .12
Organizational sizea .26** .27** .18* .19*
Environmental .12 .06
complexity

Environmental .00 .01
dynamism

Environmental −.16+ −.11
munificence

R-squared at .03 .09 .12 .04 .10 .11
each step

Change in .06* .04 .06* .01
R-squared

F for overall 3.71+ 4.41** 3.15** 5.19* 4.80** 2.69*
equation

Source: Authors’ compilation.
Note: The listwise Ns for the hierarchical regressions were 136 for earnings per share, 139
for return on assets, 140 for return on equity, and 135 for return on sales.
aNatural logarithm.
+p ≤ .10, two-tailed test *p ≤ .05, two-tailed test **p ≤ .01, two-tailed test ***p ≤ .001, two-
tailed test



interaction. Thus our investigation of this question was purely
exploratory, but even so, we believe the results we obtained are
some of our more interesting ones. We employed moderator regres-
sion analysis (see table 5.4) to determine whether organizational
age moderated the relationship between temporal depth and both
capital expenditures and financial performance. These interactions
were tested hierarchically by adding a (temporal depth) × (age)
term to regression equations containing age and temporal depth as
main effect terms (Cohen and Cohen 1983). Two of the six tests
revealed significant interactions.

Subgroup analyses performed by splitting the sample at the
median age (27.5 years) revealed similar interaction patterns for
both capital expenditures and EPS. There was essentially no rela-
tionship between longer temporal depth and either EPS or capital
expenditures in the group of older organizations, but there were
significant positive relationships between temporal depth and both
capital expenditures and EPS in the group of younger organiza-
tions. This pattern is illustrated in Figure 5.1.
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TABLE 5.4 Hierarchical Regression Analyses for the Temporal
Depth–Age Interaction

Standardized Regression Coefficients (Betas)

Capital Expendituresa Earnings per Share

Independent Variable Step 1 Step 2 Step 1 Step 2

Temporal depth .16+ .33* .19* .40***
Organizational age .39*** 1.59*** .22** 1.68**
Temporal depth −1.31* −1.58**
multiplied by 
organizational age

R-squared at each step .23 .27 .12 .17
Change in R-squared .04* .05**
F for overall equation 19.85*** 16.02*** 10.03*** 10.14***

Source: Authors’ compilation.
Note: The listwise Ns were 135 for the hierarchical regressions for capital expenditures and
156 for the hierarchical regressions for earnings per share.
aNatural logarithm.
+p ≤ .10, two-tailed test *p ≤ .05, two-tailed test **p ≤ .01, two-tailed test ***p ≤ .001, two-
tailed test



TABLE 5.5 Means, Standard Deviations, and Correlations of Study Variables

Standard
Variable Mean Deviation 1 2 3 4 5 6 7 8 9 10 11 12

1. Age of organization (years) 44.57 42.33
2. Capital expenditures 2.27 2.38 46***

(dollars in millions)
3. Earnings per sharesa (dollars) .23 2.25 29*** 29***
4. Environmental complexity .37 .21 24*** 24** 11
5. Environmental dynamism .04 .03 −25*** −11 −08 −43***
6. Environmental munificence .11 .10 −18* 01 −08 03 15*
7. Future temporal depth 7.40 1.31 30*** 34*** 26*** 16* −20** −09
8. Past temporal depth 7.13 1.55 33*** 23** 16* 05 −18* −11 28***
9. Return on assets .01 .24 25** 41*** 42*** −03 00 −14+ 06 19*

10. Return on equity .16 .63 10 30*** 22** 15* −09 −13+ 09 14+ 46***
11. Return on sales −.01 .55 25** 22* 32*** 14+ −11 −08 04 19* 72*** 50***
12. Size of organizationa 6.46 2.05 29*** 82*** 27*** 11 −02 −03 13+ 11 42*** 29*** 27***
13. Temporal depth 14.53 2.29 40*** 34*** 27*** 13+ −25*** −13+ 76*** 84*** 17* 15+ 16* 14+

Source: Authors’ compilation.
Note: The Ns for all correlations range from 135 to 193. Decimal points have been removed from the correlations.
aNatural logarithm.
+p ≤ .10, two-tailed test *p ≤ .05, two-tailed test **p ≤ .01, two-tailed test ***p ≤ .001, two-tailed test
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NOTES

1. In The Overworked American, Juliet Schor (1991) established that
from 1969 to 1987 the average number of annual hours worked by
Americans increased by 163 hours. Confirming that this trend has
continued, the International Labour Organization (1999) found that
during the 1990s, average annual American work hours increased
by 36 hours. Robert Reich’s (2000) analysis of 1999 data from the
U.S. Department of Labor’s Report on the American Workforce pro-
vides further empirical support. Reich found that, depending on the

212 Fighting for Time

TABLE 7A.1 Breakdown of Work Hours

Phase I
“Milestone Phase II Phase III Weighted 

Zero” “Regular” “Crunch” Annual 
Hours Hours Hours Average

5 Percent 55 Percent 40 Percent 
Engineers per Year per Year per Year

Frank 48% 67% 82% 72%
Sean 45 63 78 68
Ernest 55 80 95 85
Bob 42 55 65 58
Barry 50 84 88 84
Doug 45 47 54 50
Charlie 48 60 75 65
Albert 45 54 60 56
Tom 48 64 76 68
Dan 46 52 57 54
Howard 56 71 99 81
Nick 42 57 67 60
Average 48 63 75 67

Source: Author’s compilation.



GENDER AND FORMS OF POWER

If this account of the importance of incorporating a temporal dimen-
sion into analyses of work and gender is to be useful for analyses
of gender meanings, it is not enough to say that there are multiple
gender repertoires without examining the effects of this attribution
process. The construction and maintenance of gendered meanings
should be linked more explicitly to the question of power. The main
problem is that when gender is visible, it is more overt and most
able to be challenged. When gender “looks” neutral, it is less hos-
tile but also more difficult to identify and challenge (see table 9.1).

When the market is fast and gender is articulated through the
supposedly gender-neutral language of competence, it creeps back
in by means of equating competence with three “masculine” quali-
ties: handling stress, being aggressive, and being physical. Here, gen-
dered views of the trader’s work do not take the same overt, openly
hostile form as they take during play periods. Consequently, gen-
dered attitudes are actually comparatively difficult to challenge.
Attitudes toward female coworkers may actually sound like a benign
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TABLE 9.1 Definition and Consequences of Gender Repertoires
by Temporality

Temporality

Gender Repertoires Fast Market: Work Slow Market: Play

Content of repertoires

Effects of repertoires

Form of power

Source: Author’s compilation.

Competence: Handling
stress under extreme con-
ditions; being able to be
aggressive in pursuit of
trades; being able to hold
one’s own physically.

More difficult to challenge
because gender is asserted
in gender-neutral language
of efficiency and ability.

Non-agentive; gender is
hegemonic.

Sexualized difference:
camaraderie and solidar-
ity; sexually explicit
jokes; getting along with
people on the floor.

Easier to challenge
because language and
actions are explicit. More
overtly hostile.

Agentive; gender is
ideological.
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