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Figure 1.1 Game 1: One-Way Trust
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a one-way trust game with radically higher stakes even though he did
trust him with the stakes at 4,500 rubles.

It is a great strength of the experimental protocol for the trust game
that it virtually forces us to be clear on at least some of what is at
issue. It is difficult to imagine a reduced analog of the one-way trust
game that would represent only a two-part relation unless it allowed
the payoffs to be merely ordinal and completely open-ended. In that
case, however, the relevant player would be unable to choose to coop-
erate at the first move because the loss, if the other party chose to
take the noncooperative payoff, could be catastrophic. Players who
understood such a game could not, if their own resources were at
stake, seriously claim to think it smart to cooperate at the first move.
Unlike the findings of experiments using these games, survey results
on so-called generalized trust can be based on questions that are
vague and even glib and can therefore confuse what is at issue (see
the discussion in chapter 3 and the typical survey questions presented
in the appendix).

As the example of Trifonov and the lieutenant colonel shows, even
when it is played once only, the one-way trust game represents real
choice problems. The choices precede any trust relation, however;
hence calling it a trust game is misleading if the game is not iterated.
The example is also in a sense only half of commonplace trust rela-
tions, in which both parties are at risk, both might trust or not trust,
and both might be trustworthy or not trustworthy. For example, in an
ongoing mutual exchange relationship, you and I might both be in a
position on occasion to cheat each other. Neither of us would have the
restricted role of the lieutenant colonel, who can trust or not trust but
cannot act on the misplaced trust of Trifonov, because Trifonov need
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Figure 1.2 Game 2: Prisoner’s Dilemma or Exchange
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x � row player
y � column player
Note: In each cell, the first payoff is the row player’s, the second the column player’s.

utiles. They merely indicate the order of optimal benefit for each
player from each possible interaction. The first cell, for example, indi-
cates that the cooperation of both parties yields the second-best pay-
off for each of the players. The outcome with a payoff of 1 is the
player’s first choice, or most preferred outcome, that with a payoff of
2 is the player’s second choice, and so forth. There is therefore no
sense in which we can add, say, the payoffs that are ranked 1 and 4;
nor can we say that Row’s 1 is comparable in magnitude to Column’s
1. In each cell of the matrix, the first payoff goes to the row player
and the second to the column player (in the mnemonic Roman Catho-
lic convention). Hence the top left cell of the game gives both players
their second-best outcomes, which are an improvement over their sta-
tus quo third-best outcomes that result from joint failure to cooperate
with each other. (Such games are more commonly presented with car-
dinal payoffs in money rather than with merely ordinally ranked out-
comes.)8

If we play the prisoner’s dilemma once only with no expectation of
encountering each other again in an exchange relation and without
the benefit of any external agency to compel us to cooperate, it is in
our interest individually not to cooperate. If we play the game repeat-
edly, however, we have strong incentive to cooperate, if we can get
each other to recognize this fact. Therefore, the once-only interaction
has none of the force of the encapsulated-interest account to get us to
trust each other, but an iterated, ongoing interaction does have that
force (Hardin 1982a, chapters 9 to 14). Some game theorists argue that
iteration cannot generate incentives to cooperate in ongoing interac-
tions in the ordinary prisoner’s dilemma. I briefly address their objec-
tion later in this chapter.
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Figure 5.1 Low, Optimal, and High Trust
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Source: Author’s configuration.

worthy than trustworthy. (3) There is a net, positive payoff from cooper-
ating with someone who fulfills the trust and a net loss from cooperat-
ing with someone who defaults on the trust. (4) The objective value of
the potential loss and gain is the same for all potential partners to
interaction, but the probability of getting the gain ranges from 0 percent
to 100 percent. Hence the payoff on average will be lower for trusting
the less trustworthy than for trusting the more trustworthy. The objec-
tive return from cooperating with potential partners is represented by
the diagonal line from the lower left to the upper right corner at M.

There is an objective breakeven point (any point on the zero payoff
axis 0–0) at which the average return from trusting a person of a
particular degree of trustworthiness is neither gain nor loss. This is
represented by the line 00. The difference between a very optimistic
truster and a very pessimistic distruster is that the latter supposes
that this breakeven point is reached only for interactions with (objec-
tively) very trustworthy people, while the former supposes it is reached
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Table 5.1 Returns to High, Optimal, and Low Levels of Trust

Level of Trust Expected Gain Actual Gain

High H0M T0M � THH�
Optimal T0M T0M
Low L0M T0M � TLL�

Source: Author’s compilation.

of a cooperative response from a first-time interaction with me. If you
assume zero probability of cooperation, you do not risk interaction,
and you gain no information about me for the future. Moreover, by
being extremely wary toward me, you give me information that sug-
gests that I should look elsewhere for cooperation. One reason for
stereotyping people is to set a baseline estimate of their trustworthi-
ness in order to get the analysis and its revision of information under
way.

Luhmann (1980, 72) says that neither trust nor distrust is feasible
as a universal attitude. This follows as an analytical claim for distrust.
For trust, however, the claim is empirical and wrong. Trust as a uni-
versal attitude could pay off for someone in a benign world in which
the level of trustworthiness is quite high. There have surely been such
worlds, although Luhmann’s claim is likely to be true for most people
in modern industrial states. Even in only modestly supportive worlds,
however, adopting a policy of taking modest risks beyond one’s level
of trust can be beneficial. That policy opens up the possibility of dis-
covering the trustworthy. It is risky, but the gains can far outweigh
the losses.

Great trust implies expected gain from most interactions. If the op-
timal-trust line crosses the breakeven line at 50 percent, then never
trusting and always trusting have the same net payoff of no gain or
loss. The 100 percent truster, however, has many interactions from
which to learn better about the world, whereas the 0 percent truster
has none. The high truster does the equivalent of as-if testing; the
distruster does not. Suppose we wish to correct the deficiencies with
which low trusters face the world. Simply providing equal opportunity
for trust will not accomplish this end. In figure 5.1 and throughout this
discussion, the various trusters are assumed to face identical oppor-
tunities as of the time of their current interactions. The low truster
nevertheless loses ground and suffers severe relative welfare losses.
An equal opportunity program cannot stop that morose trend.7 The
losses are not merely of opportunities but of the capacity to capitalize on
opportunities.

There may be other correlates of high and low capacities for trust
from early learning. For example, one may develop a capacity for
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