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Figure 1.1 Discount Factor as a Function of Time Horizon (All
Studies)
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Source: Frederick, Loewenstein, and O’Donoghue (2002).

could also be explained by “subadditive discounting,” which means
that the total amount of discounting over a temporal interval in-
creases as the interval is more finely partitioned.15 To demonstrate
subadditive discounting and distinguish it from hyperbolic discount-
ing, Read elicited discount rates for a two-year (twenty-four-month)
interval and for its three constituent intervals, an eight-month interval
beginning at the same time, an eight-month interval beginning eight
months later, and an eight-month interval beginning sixteen months
later. He found that the average discount rate for the twenty-four-
month interval was lower than the compounded average discount
rate over the three eight-month subintervals—a result predicted by
subadditive discounting but not predicted by hyperbolic discounting
(or any type of discount function, for that matter). Moreover, there
was no evidence that discount rates declined with time, as the dis-
count rates for the three eight-month intervals were approximately
equal. Similar empirical results were found earlier by Holcomb and
Nelson (1992), although they did not interpret their results the same
way.

If Read is correct about subadditive discounting, its main implica-
tion for economic applications may be to provide an alternative psy-
chological underpinning for using a hyperbolic discount function,
because most intertemporal decisions are based primarily on dis-
counting from the present.16
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Figure 1.2 Discount Factor as a Function of Time Horizon (Studies
with Average Horizons Greater Than One Year)
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Source: Frederick, Loewenstein, and O’Donoghue (2002).

Other DU Anomalies

The DU model not only dictates that the discount rate should be con-
stant for all time periods, it also assumes that the discount rate should
be the same for all types of goods and all categories of intertemporal
decisions. There are several empirical regularities that appear to con-
tradict this assumption, namely: gains are discounted more than losses;
small amounts are discounted more than large amounts; greater dis-
counting is shown to avoid delay of a good than to expedite its re-
ceipt; in choices over sequences of outcomes, improving sequences
are often preferred to declining sequences though positive time pref-
erence dictates the opposite; and in choices over sequences, violations
of independence are pervasive, and people seem to prefer spreading
consumption over time in a way that diminishing marginal utility
alone cannot explain.

The “Sign Effect” (Gains Are Discounted More than Losses) Many
studies have concluded that gains are discounted at a higher rate than
losses. For instance, Thaler (1981) asked subjects to imagine they had
received a traffic ticket that could be paid either now or later and to
state how much they would be willing to pay if payment could be
delayed (by three months, one year, or three years). The discount
rates imputed from these answers were much lower than the discount
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the choice between electrical appliances that differ in their initial pur-
chase price and long-run operating costs). Others are derived from
experimental elicitation procedures (for example, respondents’ an-
swers to the question “Which would you prefer: $100 today or $150
one year from today?”). Table 1.1 summarizes the implicit discount
rates from all studies that we could locate in which discount rates
were either directly reported or easily computed from the reported
data.

Figure 1.3 plots the estimated discount factor for each study
against the publication date for that study, where the discount factor
is � � 1/(1 � �).26 This figure reveals three noteworthy observations.
First, there is tremendous variability in the estimates (the correspond-
ing implicit annual discount rates range from �6 percent to infinity).
Second, in contrast to estimates of physical phenomena such as the
speed of light, there is no evidence of methodological progress; the
range of estimates is not shrinking over time. Third, high discounting
predominates, as most of the data points are well below 1, which
represents equal weighting of present and future.

In this section, we provide an overview and critique of this empiri-
cal literature with an eye toward understanding these three observa-
tions. We then review the procedures used to estimate discount rates.

Figure 1.3 Discount Factor by Year of Study Publication
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Figure 1.4 Factors Affecting Intertemporal Choices
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between factors that operate through utilities and factors that make
up time preference.

Hopefully, economists will eventually achieve a consensus about
what is included in, and excluded from, the concept of time prefer-
ence. Until then, drawing attention to the ambiguity of the concept
should improve the quality of discourse by increasing awareness that,
in discussions about time preference, different people may be using
the same term to refer to significantly different underlying constructs.42

Unpacking Time Preference

Early twentieth-century economists’ conceptions of intertemporal
choice included detailed accounts of disparate underlying psychologi-
cal motives. With the advent of the DU model in 1937, however, econ-
omists eschewed considerations of specific motives, proceeding as if
all intertemporal behavior could be explained by the unitary con-
struct of time preference. In this section, we question whether even
time preference itself should be regarded as a unitary construct.

Issues of this type are hotly debated in psychology. For example,
psychologists debate the usefulness of conceptualizing intelligence in
terms of a single unitary “g” factor. Typically, a posited psychological
construct (or “trait”) is considered useful only if it satisfies three crite-
ria: it remains relatively constant across time within a particular indi-
vidual; it predicts behavior across a wide range of situations, and
different measures of it correlate highly with one another. The con-
cept of intelligence satisfies these criteria fairly well.43 First, perfor-
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Table 1.1 Empirical Estimates of Discount Rates

Study Type Good(s) Real or Hypo?
Elicitation
Method

Maital and Mai-
tal 1978

experimental money and
coupons

hypo. choice

Hausman 1979 field money real choice
Gateley 1980 field money real choice
Thaler 1981 experimental money hypo. matching
Ainslie and

Haendel 1983
experimental money real matching

Houston 1983 experimental money hypo. other
Loewenstein

1987
experimental money and

pain
hypo. pricing

Moore and Vis-
cusi 1988

field life years real choice

Benzion et al.
1989

experimental money hypo. matching

Viscusi and
Moore 1989

field life years real choice

Moore and Vis-
cusi 1990a

field life years real choice

Moore and Vis-
cusi 1990b

field life years real choice

Shelley 1993 experimental money hypo. matching
Redelmeier and

Heller 1993
experimental health hypo. rating

Cairns 1994 experimental money hypo. choice
Shelley 1994 experimental money hypo. rating
Chapman and

Elstein 1995
experimental money and

health
hypo. matching

Dolan and
Gudex 1995

experimental health hypo. other

Dreyfus and
Viscusi 1995

field life years real choice

Kirby and Mar-
akovic 1995

experimental money real matching

Chapman 1996 experimental money and
health

hypo. matching

Kirby and Mar-
akovic 1996

experimental money real choice

Pender 1996 experimental rice real choice
Wahlund and

Gunnarson
1996

experimental money hypo. matching

Cairns and van
der Pol 1997

experimental money hypo. matching
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Table 1.1 Continued

Study Type Good(s) Real or Hypo?
Elicitation
Method

Green, Myerson,
and McFadden
1997

experimental money hypo. choice

Johannesson
and Johansson
1997

experimental life years hypo. pricing

Kirby 1997 experimental money real pricing
Madden et al.

1997
experimental money and

heroin
hypo. choice

Chapman and
Winquist 1998

experimental money hypo. matching

Holden, Shif-
eraw, and Wik
1998

experimental money and
corn

real matching

Cairns and van
der Pol 1999

experimental health hypo. matching

Chapman,
Nelson, and
Hier 1999

experimental money and
health

hypo. choice

Coller and Wil-
liams 1999

experimental money real choice

Kirby, Petry, and
Bickel 1999

experimental money real choice

van der Pol and
Cairns 1999

experimental health hypo. choice

Chesson and
Viscusi 2000

experimental money hypo. matching

Ganiats et al.
2000

experimental health hypo. choice

Hesketh 2000 experimental money hypo. choice
van der Pol and

Cairns 2001
experimental health hypo. choice

Warner and
Pleeter 2001

field money real choice

Harrison, Lau,
and Williams
2002

experimental money real choice
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Table 1.1 Continued

Study Time Range
Annual Discount

Rate(s)
Annual Discount

Factor(s)

Maital and Maital
1978

1 year 70% 0.59

Hausman 1979 undefined 5% to 89% 0.95 to 0.53
Gateley 1980 undefined 45% to 300% 0.69 to 0.25
Thaler 1981 3 mos. to 10

yrs.
7% to 345% 0.93 to 0.22

Ainslie and Haen-
del 1983

undefined 96000% to � 0.00

Houston 1983 1 yr. to 20 yrs. 23% 0.81
Loewenstein 1987 immediately to

10 yrs.
�6% to 212% 1.06 to 0.32

Moore and Viscusi
1988

undefined 10% to 12% 0.91 to 0.89

Benzion et al. 1989 6 mos. to 4 yrs. 9% to 60% 0.92 to 0.63
Viscusi and Moore

1989
undefined 11% 0.90

Moore and Viscusi
1990a

undefined 2% 0.98

Moore and Viscusi
1990b

undefined 1% to 14% 0.99 to 0.88

Shelley 1993 6 mos. to 4 yrs. 8% to 27% 0.93 to 0.79
Redelmeier and

Heller 1993
1 day to 10

yrs.
0% 1.00

Cairns 1994 5 yrs. to 20
yrs.

14% to 25% 0.88 to 0.80

Shelley 1994 6 mos. to 2 yrs. 4% to 22% 0.96 to 0.82
Chapman and El-

stein 1995
6 mos. to 12

yrs.
11% to 263% 0.90 to 0.28

Dolan and Gudex
1995

1 month to 10
yrs.

0% 1.00

Dreyfus and Vis-
cusi 1995

undefined 11% to 17% 0.90 to 0.85

Kirby and Mar-
akovic 1995

3 days to 29
days

3678% to � 0.03 to 0.00

Chapman 1996 1 yr. to 12 yrs. negative to
300%

1.01 to 0.25

Kirby and Mar-
akovic 1996

6 hours to 70
days

500% to 1500% 0.17 to 0.06

Pender 1996 7 mos. to 2 yrs. 26% to 69% 0.79 to 0.59
Wahlund and

Gunnarson 1996
1 month to 1

yr.
18% to 158% 0.85 to 0.39

Cairns and van
der Pol 1997

2 yrs. to 19
yrs.

13% to 31% 0.88 to 0.76
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Table 1.1 Continued

Study Time Range
Annual Discount

Rate(s)
Annual Discount

Factor(s)

Green, Myerson,
and McFadden
1997

3 mos. to 20
yrs.

6% to 111% 0.94 to 0.47

Johannesson and
Johansson 1997

6 yrs. to 57 yrs. 0% to 3% 0.97

Kirby 1997 1 day to 1
month

159% to 5747% 0.39 to 0.02

Madden et al.
1997

1 week to 25
yrs.

8% to � 0.93 to 0.00

Chapman and
Winquist 1998

3 months 426% to 2189% 0.19 to 0.4

Holden, Shiferaw,
and Wik 1998

1 yr. 28% to 147% 0.78 to 0.40

Cairns and van
der Pol 1999

4 yrs. to 16 yrs. 6% 0.94

Chapman, Nelson,
and Hier 1999

1 month to 6
mos.

13% to 19000% 0.88 to 0.01

Coller and Wil-
liams 1999

1 month to 3
mos.

15% to 25% 0.87 to 0.80

Kirby, Petry, and
Bickel 1999

7 days to 186
days

50% to 55700% 0.67 to 0.00

van der Pol and
Cairns 1999

5 yrs. to 13 yrs. 7% 0.93

Chesson and Vis-
cusi 2000

1 year to 25
yrs.

11% 0.90

Ganiats et al. 2000 6 mos. to 20
yrs.

negative to
116%

1.01 to 0.46

Hesketh 2000 6 mos. to 4 yrs. 4% to 36% 0.96 to 0.74
van der Pol and

Cairns 2001
2 yrs. to 15 yrs. 6% to 9% 0.94 to 0.92

Warner and Plee-
ter 2001

immediately to
22 yrs.

0% to 71% 0 to 0.58

Harrison, Lau,
and Williams
2002

1 month to 37
mos.

28% 0.78

Source: Frederick, Loewenstein, and O’Donoghue (2002).

This section reiterates our general theme: To truly understand inter-
temporal choices, one must recognize the influence of many consid-
erations besides pure time preference.

Confounding Factors

A wide variety of procedures have been used to estimate discount
rates, but most apply the same basic approach. Some actual or re-
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Figure 2.1 Self-Assessed Similarity of Past and Future Selves as
Judged by Different Age Groups
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(teenagers, people in their twenties, thirties, forties, fifties, and those
sixty and over). For example, teenagers looking five, ten, twenty,
thirty, forty years into the future predicted a degree of similarity of
65, 55, 49, 46, 42, respectively (read the Teens row left to right, starting
from Now). For people over sixty looking five, ten, twenty, thirty,
forty years into the past, the reported mean degree of similarity was
84, 73, 56, 46, 40, respectively (read the Sixty� row right to left, start-
ing from Now). Figure 2.1 depicts these data graphically, with the six
age groups plotted along the z axis ascending from Teens to Sixty�.

The shape of these similarity discount functions defy any simple
interpretation, because it is unclear exactly how respondents used the
response scale. Similarity has no natural zero point, and the judged
degree of similarity between two selves depends on the breadth of
the judgmental context that one adopts. For example, if the judgmen-
tal context is one’s twin brother or one’s close friends, a former self
may be judged as “very different” than one’s current self, but if the
judgmental context is a randomly selected person (for example, an
Australian aborigine), one’s former self may seem “very similar.”10



Table 2.1 Mean Self-Assessed Similarity of Current Self to Past Selves and Future Selves

(Reported Similarity) (Predicted Similarity)

Age group

Forty
Years
Ago

Thirty
Years
Ago

Twenty
Years
Ago

Ten
Years
Ago

Five
Years
Ago Now

Five
Years

Ahead

Ten
Years

Ahead

Twenty
Years

Ahead

Thirty
Years

Ahead

Forty
Years

Ahead

Teens 55 100 65 55 49 46 42
Twenties 43 64 100 75 66 59 53 49
Thirties 35 56 73 100 81 72 67 60 55
Forties 35 60 75 87 100 78 72 64 55 46
Fifties 29 38 47 61 74 100 80 69 53 38
Sixty � 40 46 56 73 84 100 72 57 49

Overall 33 39 48 59 72 100 76 66 58 51 49

Kruskall-Wallis sig lev 0.13 0.31 0.00 0.00 0.00 — 0.05 0.01 0.03 0.01 0.25

Source: Author’s compilation.
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Table 2.2 Difference Between Predicted Future Similarity and
Reported Past Similarity of Older Matched Age Groups

Length of Interval

Predicting
Group

Five
Years

Ten
Years

Twenty
Years

Thirty
Years

Forty
Years

Teens 3.4 8.2 8.3 �1.1 14.6
Twenties 5.0 10.5 �0.2 15.9 12.7
Thirties �0.8 �1.7 22.2 16.7 18.4
Forties �6.2 6.5 3.0 28.4 17.0
Fifties 2.5 �7.0 13.8 13.7
Sixty � �2.1 �13.8

Overall 0.4 2.4 8.9 14.7 14.9

Source: Author’s compilation.

Does Predicted Reduction in Similarity Influence Discount Rates? Tables
2.3 and 2.4 show median responses and corresponding imputed dis-
count rates, both overall and disaggregated by age category.13 If the
predicted similarity of future selves affects the weighting of future
welfare, discount rates should be inversely correlated with these sim-
ilarity judgments (because if the utility from future rewards were dis-
counted, people would need greater rewards to make them indif-
ferent to an immediate reward). This was not found. In general,
neither predicted nor reported similarity correlated significantly with
either monetary discount rates or nonmonetary discount rates (see
tables 2.5 and 2.6).14

The failure to find any correlation between future similarity and dis-
count rates may have several explanations. First, it might indicate that
people (implicitly) endorse the simple view of personal identity—
they believe they are the same person through time, and that change
in personality (or connectedness) is not one of the things that should
affect their valuation of future rewards.

Second, even if people believe that diminishing connectedness jus-
tifies discounting, they may fail to incorporate this consideration
when assigning numbers to the matching tasks.15 The matching tasks
may be so abstract that the responses reflect idiosyncratic algorithms
for “solving the task” as much as they reflect anything about time
preference per se.16 Of course, to the extent that the matching tasks are
not measuring time preference, one would not expect the responses to
correlate with similarity judgments, even if similarity was a proxy for
connectedness and projected connectedness was, in fact, an important
determinant of concern for future welfare.



Table 2.3 Median Number of Future Dollars Judged to Be Equally Attractive to $100 Tomorrow

One Year Five Years Ten Years Twenty Years Thirty Years Forty Years

Teens $150 (50) $500 (38) $800 (23) $1,000 (12) $1,800 (10) $1,800 (7)
Twenties $180 (50) $500 (38) $900 (25) $2,000 (16) $3,000 (12) $4,500 (10)
Thirties $160 (60) $500 (38) $1,000 (26) $1,500 (15) $2,000 (11) $3,500 (9)
Forties $150 (50) $500 (38) $1,000 (26) $2,000 (16) $2,500 (11) $3,500 (9)
Fifties $150 (50) $400 (32) $1,000 (26) $2,000 (16) $7,500 (15)
Sixty � $163 (63) $450 (35) $900 (25) $2,000 (16)

Overall $150 (50) $500 (38) $1,000 (26) $2,000 (16) $3,000 (12) $3,750 (9)

Source: Author’s compilation.
Note: Implicit discount rates (percentage) in parentheses.
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Table 2.4 Median Number of Future Extra “Good Days”
Judged Equally Attractive to Twenty Extra Good
Days This Year

One
Year

Five
Years

Ten
Years

Twenty
Years

Thirty
Years

Teens 25 (25) 35 (12) 40 (7) 60 (6) 85 (5)
Twenties 21 (5) 38 (14) 50 (10) 84 (7) 100 (5)
Thirties 20 (0) 33 (11) 50 (10) 50 (5) 55 (3)
Forties 21 (5) 50 (20) 100 (17) 183 (12)
Fifties 21 (5) 80 (32) 120 (20)
Sixty � 25 (25)

Overall 21 (5) 40 (15) 56 (11) 70 (6) 80 (5)

Source: Author’s compilation.
Note: Implicit discount rates (percentage) in parentheses.

Third, although respondents were instructed to base their simi-
larity judgments on features that Parfit views as central components
of connectedness (“personality, temperament, likes and dislikes, be-
liefs, values, ambitions, goals, ideals, etc.”), at least some things that
fall under these broad terms may have little to do with how much
one ought to care about his or her future self. For example, suppose
someone predicts that her passion for Scrabble will wither with age.
She will, accordingly, be somewhat dissimilar with respect to “likes
and dislikes” (one component of connectedness). Nevertheless, she
may not believe that this particular change has any significance for
how much she should care about future monetary rewards or future
pleasurable work experiences. Furthermore, her similarity judgments
might well have been heavily influenced by factors (such as antici-
pated changes in physical characteristics) that are relatively unimpor-
tant determinants of how “connected” she feels to a future self.

Final Remarks

Economic analyses of intertemporal choice typically assume positive
time preference and focus on the implications of that assumption. The
normative question about how much one ought to care about one’s
future welfare is usually avoided.17

Philosophical analyses of intertemporal choice, by contrast, have
sought to establish a normative basis for time preference—to articu-
late reasons why future utility should or should not be counted the
same. Conclusions often rest on the view of personal identity that is



Table 2.5 Rank Correlations Between Similarity Judgments and One-, Five-, Ten-, Twenty-, Thirty-, and
Forty-Year Monetary Discount Rates

Reported Similarity Predicted Similarity

Years Until
Receipt of

Money

Forty
Years
Ago

Thirty
Years
Ago

Twenty
Years
Ago

Ten
Years
Ago

Five
Years
Age Now

Five
Years

Ahead

Ten
Years

Ahead

Twenty
Years

Ahead

Thirty
Years

Ahead

Forty
Years

Ahead

One 0.13 0.03 �0.01 �0.05 �0.04 — 0.00 �0.02 �0.07 �0.05 �0.01
Five 0.37* 0.23 0.00 0.01 0.07 — 0.09 0.07 0.04 0.01 0.07
Ten 0.41* 0.26 0.03 0.04 0.09 — 0.09 0.08 0.04 0.00 �0.00
Twenty 0.49* 0.26 0.11 0.10 0.13 — 0.08 0.07 0.05 0.02 �0.00
Thirty 0.55* 0.24 0.08 0.08 0.12 — 0.07 0.03 �0.00 �0.02 �0.04
Forty �0.01 �0.08 �0.03 0.04 — 0.05 0.00 �0.04 �0.02 �0.04

Source: Author’s compilation.
Note: * Indicates statistically significant positive correlation.



Table 2.6 Rank Correlations Between Similarity Judgments and One-, Five-, Ten-, Twenty-, and Thirty-Year
“Good Days” Discount Rates

Reported Similarity Predicted Similarity

Years Until Receipt
of Good Days

Forty
Years
Ago

Thirty
Years
Ago

Twenty
Years
Ago

Ten
Years
Ago

Five
Years
Age Now

Five
Years

Ahead

Ten
Years

Ahead

Twenty
Years

Ahead

Thirty
Years

Ahead

Forty
Years

Ahead

One 0.12 �0.01 0.10 �0.08 0.02 — �0.11 �0.13 �0.10 �0.08 �0.02
Five 0.24 0.01 0.02 0.03 0.05 — 0.08 0.04 �0.05 �0.08 �0.07
Ten 0.44 0.02 0.12 0.16 0.15 — 0.10 0.07 �0.01 �0.04 �0.07
Twenty �0.31 0.00 0.12 0.14 — 0.03 0.01 �0.02 �0.03 �0.06
Thirty �0.13 0.04 0.08 — 0.04 0.04 0.03 0.03 �0.02

Source: Author’s compilation.
Note: * Indicates statistically significant positive correlation.
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Figure 3.1 Rational Preference Reversals and Rate Maximization
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Note: Rational preference reversals and rate maximization. Net rate of gain ( Si � mi�i

�
i

)
for starlings using two foraging modes (walking and flying) as a consequence of add-
ing a time constant (k) to both options. The foraging modes are denoted by the suffixes
f and w. For k small, flying should be preferred while the opposite is true if k � 4s. Si:
Reward size in joules, Di: time per prey in seconds, mi: metabolic rate in joules s�1.
Numerical parameters are given in the figure legend.

ble to experimentation. Metabolic costs, for instance, can be put into
the equations using appropriate values for each individual animal
(cost of flight is very sensitive to body mass).

The quantitative predictive value of equation 3.4 was tested di-
rectly by Bautista, Tinbergen, and Kacelnik (2001). These authors gave
captive starlings a choice between working for food by walking or
flying. They fixed the flying time per reward (by varying the number
of flights) at various levels, then found for each number of flights the
walking time (number of walks) that made the two options equally
attractive, using a titration technique that increased or decreased the
required walking depending on the animal’s previous choice. In their
experiment, reward sizes were equal between the two foraging modes,
in order to focus on the intertemporal trade-off alone. Following
equation 3.4, when reward sizes are equal, the intertemporal trade-off
is given by
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Figure 3.2 How Birds Choose Among Foraging Modes
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Source: Author’s configuration.
Note: Number of walks (ordinate) preferred as often as the corresponding number of
flights (abscissa) by four starlings in the experiment run by Bautista et al. (2001). The
lines (from top to bottom) show the predictions of three putative currencies of choice:
energy gained per unit of energy spent (efficiency), net energy gain per unit of time,
and gross energy gain per unit of time. The mean results (circles) coincide with the
predictions of the net gain model.

difference of adding 1 to the denominator. Adding unity has the main
function of avoiding the discontinuity for rewards delivered with no
delay at all, but becomes insignificant if delays are above a few sec-
onds and k is close to 1 s�1, as is the case in most experiments. Hence
the standard hyperbolic equation derived empirically in behavioral
analysis is consistent with a particular case of the rate expression
used in optimal foraging theory. One caveat is that equation 3.6 has
units of subjective value (or behavioral preference) and not of physi-
cally identifiable dimensions such as energy per unit of time, as is the
case with the energy rate equations derived from foraging theory.

The apparent success of the rate maximizing approach should be
tempered by two systematic deviations from its predictions observed
in animal data. One relates to the problems posed by variable out-
comes, and the other to cases where the experimental cycles include
times other than those used to procure rewards. I believe that these
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Figure 3.3 A Self-Control Experiment in Pigeons: Green et al. 1981

Choice
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Source: Author’s configuration.
Note: Design of the experiment by Green et al. (1981) using pigeons. Each trial was
divided in two phases, “choice phase” and “outcome phase.” The former lasted always
30 s and the latter 10 s. White bars indicate that no key was enabled and the pigeon
was forced to wait. At some point during the choice phase, the pigeons had the oppor-
tunity to choose between two options, identified by different colored keys. A single
peck determined the choice and had the effect of extinguishing the alternative colored
key. Two exemplar trials are shown, one (two top bars) in which the pigeon chooses the
Small-Soon reward and the other (two bottom bars) where the pigeon chooses the
Large-Late reward. Rewards were times of access to a food hopper, shown in solid
black during the outcome phase. �: time from onset of the relevant stimulus to the
onset of the outcome phase; �: time waiting for the Large-Late reward during the
outcome phase. Notice that trial length, choice phase, and outcome phase did not vary.

versed between treatments when the choice was made at different
temporal distances in advance of the outcomes.

Green and colleagues offered pigeons a choice between two peck-
ing keys. One option led to a Small-Soon (SS) reward (2 s of access to
a food hopper immediately after pecking the relevant key), and the
alternative yielded a Large-Late (LL) reward (6 s of hopper access 4 s
after pecking the other key). Choosing SS led to a neutral period of 8 s
after the outcome and before the start of the next trial, but choosing
LL led to the next trial without further delays, so that the total time
of the “outcome” section of each trial was independent of the option



A Neurobiology of Intertemporal Choice 155

Figure 4.1 Mean Values on the Barratt Impulsiveness Scale
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Note: Mean values on the Barratt Impulsiveness Scale (expressed as T-scores [� SEM])
of men ranked by quartile of central nervous system serotonergic responsivity, as in-
dexed by the peak prolactin response to fenfluramine hydrochloride (adjusted for sev-
eral relevant covariates, including age, body weight, weight-relative fenfluramine dose,
and drug and metabolite concentrations in plasma over the 3.5-hour challenge).
1 � lowest quartile of prolactin response; 4 � highest quartile.
N � 59.

impulsivity as a personality trait, for instance, number at least a
dozen and often index poorly correlated dimensions of putatively im-
pulsive behavior—processes described variously as functional or dys-
functional, attentional, decisional, inhibitory, or ideomotor impul-
sivity, to name a few (Evenden 1999). One instrument, the Barratt
Impulsiveness Scale, measures variability in planfulness, deliberation
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Figure 4.2 Non-Planning Impulsiveness

74

65

56

47

38

29

20
1/4 2/3

MAO-A Allele Groups

“N
on

-P
la

nn
in

g 
Im

pu
ls

iv
en

es
s”

 (
T-

Sc
or

es
)

Source: Authors’ compilation.
Note: Non-planning impulsiveness (expressed as T-scores) among men grouped by al-
leles of a promoter region polymorphism in the gene encoding monoamine oxidase A
(“Low” transcription alleles: group 1/4; “high” transcription alleles: group 2/3).
N � 110.

differences in serotonin-regulating genes, such as those involved in
transmitter synthesis, release and reuptake, metabolism, or receptor
activation. One example is the enzyme monoamine oxidase A (MAO-
A), which inactivates the monoamine neurotransmitters, including se-
rotonin. If anything should retard the enzymatic degradation of
serotonin we would expect the synaptic availability of this neuro-
transmitter to increase, and indeed, inhibitors of monoamine oxidase
do just that. Furthermore, if reducing MAO-A activity increases syn-
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Table 7.1 Year-1 Consumption (c1) Given $100,000 to Allocate over
Three Yearsa

Partial Naifs

Utility Function
Naifs
�̂ � 1 �̂ � .9 �̂ � .8

Sophisticates
�̂ � .7

u(c) � c1/2 c1 � $50,505 c1 � $50,574 c1 � $50,812 c1 � $51,271
u(c) � ln c c1 � $41,667 c1 � $41,667 c1 � $41,667 c1 � $41,667
u(c) � �c�1/2 c1 � $38,809 c1 � $38,801 c1 � $38,776 c1 � $38,725

Source: Authors’ compilation.
aAssuming r � 0 percent, � � 1, and � � .7.

For all three utility functions, all types overconsume in year 1
relative to the benchmark of $33,333. The role of awareness differs
across the three utility functions. For the first utility function,
increased awareness exacerbates overconsumption; for the second
utility function, awareness has no effect on consumption; and for the
third utility function, awareness mitigates overconsumption. This
ambiguity reflects the more complicated role of awareness in more
general environments.10

The implications of awareness in this example are not nearly as
dramatic as in examples 2 and 3, particularly relative to the main ef-
fect of overconsumption due to self-control problems. For utility func-
tion u(c) � c1/2, people with self-control problems overconsume by
more than $17,000, while the difference between sophisticates and
naifs is only $766. Similarly, for utility function u(c) � �c�1/2, people
with self-control problems overconsume by more than $5,000, while
the difference between sophisticates and naifs is only $84. These
results reflect that in some circumstances, while the degree of
awareness qualitatively affects behavior, the magnitudes of these
effects are small relative to the main effect of having self-control
problems. We return to this theme in the next section.

Welfare Implications

Many researchers are interested in studying self-control problems be-
cause of their welfare implications. People with self-control problems
may not behave in their own best interests—that is, self-control prob-
lems may cause people to harm themselves. By better understanding
the ways in which self-control problems cause harm, we can (eventu-
ally) analyze policy interventions that might help. We now discuss
some simple welfare lessons in the context of the environments dis-
cussed earlier.



Self-Awareness and Self-Control 237

Table 7.2 Year-1 Consumption (c1) Given $100,000 to Allocate
over Four Yearsa

Utility Function Naifs Sophisticates
Boundedly Rational

Sophisticates

u(c) � c 1/2 c1 � $40,486 c1 � $41,781 c1 � $41,229
u(c) � ln c c1 � $32,258 c1 � $32,258 c1 � $32,258
u(c) � �c�1/2 c1 � $29,717 c1 � $29,601 c1 � $29,650

Source: Authors’ compilation.
aAssuming r � 0 percent, � � 1, and � � .7.

backward-induction logic in the last period, they might start the pro-
cess, say, three periods hence. What would this mean? Merely that in
deciding what to do, sophisticates first ask what their preferences will
be three periods hence, and use those preferences to derive the be-
havioral rule that they will follow from that period onward. They
then continue the backward induction from there. Sophisticates might
think in this way as a useful heuristic to simplify their decision-mak-
ing process. Such boundedly rational sophisticates would have incor-
rect predictions about future behavior, and might be aware of this
fact, but they would view it as too costly to think through their deci-
sions more carefully.

To illustrate this approach, reconsider the simple consumption-sav-
ing example, except that now assume the person must allocate his
$100,000 income over four years of consumption. As before, we as-
sume no interest (r � 0 percent) and no time-consistent impatience
(� � 1), and we use � � .7. Table 7.2 describes year-1 consumption
for three types: naifs, complete sophisticates who do the entire back-
ward induction starting from the end (year 3), and boundedly ratio-
nal sophisticates who do the backward induction starting from year 2.15

We note as a benchmark that time-consistent people would consume
$25,000 in each year.

The simplified solution procedure fares quite well in this environ-
ment. For all three utility functions, boundedly rational sophisticates
consume roughly the same amount as both sophisticates and naifs.
This conclusion is largely driven by our earlier conclusion that in this
environment the degree of awareness is relatively unimportant. Our
point, however, is that even if people are fully aware of their future
self-control problems, to assume that they carry out the complete,
complicated, backward-induction logic when making their decisions
might not make sense.

What does this approach rule out? In this example, boundedly ra-
tional sophisticates exhibit what might be called first-order sophistica-
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Figure 8.1 Attractiveness Ratings of Near Future and Distant
Future Experimental Tasks
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Source: Based on data from Trope and Liberman (2000).
Note: Ratings were made on a 1 (not attractive at all) to 9 (very attractive) scale.

set. CLT predicts, therefore, that the advantage in ratings of the radio
that has good sound over the radio that has poor sound should be
stronger in the distant than near future, with the ratings given to the
former increasing and the ratings given to the latter decreasing with
temporal distance. The results confirmed the predictions of CLT.

These findings have implications for decision situations in which
the available options entail a trade-off between one’s primary and
secondary considerations. For example, imagine a situation that in-
volves a conflict between interpersonal motives and achievement mo-
tives (for example, one can get ahead by pushing down another per-
son). While all people typically hold both motives, their relative
importance may vary across individuals, with interpersonal goals be-
ing more important for some people and achievement goals being
more important for other people (Schwartz 1992). CLT predicts that
from a distance, the conflict would be resolved unequivocally in favor
of the primary motive, but as one gets closer in time to the situation,
the secondary motive would become increasingly influential, causing
hesitation and conflict and “contaminating” one’s decision. Inter-
estingly, it seems that in these situations, as in our studies, temporal



Construal Level Theory of Intertemporal Judgment and Decision 257

Figure 8.2 Attractiveness Ratings of Near Future and Distant
Future Academic Assignments
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Note: Ratings were made on a 1 (not attractive at all) to 10 (very attractive) scale.

ability of the action was provided, and was of course similar in the
two time-perspective conditions. In one study, for example, four dif-
ferent groups of participants indicated on a one-to-ten scale how
likely they are to attend a guest lecture that was either interesting or
boring (that is, either high or low in desirability) and given in either a
convenient or an inconvenient time (that is, either high or low in fea-
sibility). Our results showed that the rated likelihood of attending the
interesting but inconvenient lecture increased over delay, the likeli-
hood of attending the boring but convenient lecture decreased over
delay, while the likelihood of attending the interesting and convenient
and boring and inconvenient lectures remained unchanged. This pat-
tern of change in likelihood ratings over time indicated that a distant
future lecture was chosen according to the interest of its topic (desir-
ability), whereas a near future lecture was chosen according to the
convenience of its timing (feasibility). A similar pattern of results was
obtained in the same study with other decisions. Specifically, a word
processor for distant future use was chosen according to its quality,
whereas a word processor for the near future was chosen according
to how easy it was to master. Decision to buy tickets for a distant



260 Time and Decision

Figure 8.3 Bids (In Dollars) for Near Future and Distant Future
Bets of Equal Expected Utility by Probability of
Winning
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bets. Thus for each participant, bids in dollars and desirability ratings
were regressed on the probability and value of the bets, and the re-
gression slopes were averaged within each time-perspective condi-
tion. Consistent with the predictions of CLT, temporal distance signifi-
cantly increases the weight of the payoff (independent of its effect on
probability) and significantly decreases the weight of probability of
winning (independent of its effect on payoffs) in evaluating future
gambles. For example, in one study, payoffs predicted the bids partic-
ipants placed on distant future bets (average slope .34) more than
they predicted the bids placed on near future bets (average slope
�.02). Probabilities showed the reverse intertemporal pattern—they
predicted the bids placed on near future bets (average slope .48) more
than the bids placed on distant future bets (average slope .10).

In addition, one of the studies assessed people’s stated reasons for
their preferences. These reasons were coded as referring to proba-
bilities, amounts, neither, or both. People stated more probability-re-
lated reasons and less amounts-related reasons in explaining their
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Figure 9.1 Tom’s Inferences About His Intrinsic Inclination to
Indulge
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Tom’s Inferential Problem

Let us consider Tom first. Suppose that Tom passes the test on this
occasion and abstains. What can Tom infer about his inclination from
this happy outcome? To assess the implications of that single decision,
Tom needs to know his threshold level of desire for situations of this
kind. He needs to know whether abstaining is a surprising decision,
as it would be if the threshold were low, or the expected one, as it
would be if the threshold were high.

Figure 9.1 shows how Tom’s inferences about his inclination de-
pend on the action chosen and the presumed threshold, given on the
x axis. When the threshold is low and abstaining a surprising choice,
then abstaining is indeed a strong signal of low �*—that is, little incli-
nation for the activity. Indulging, however, which is the expected ac-
tion, would provide little new information and the estimate of �*
would remain close to the initial estimate of 0.5 (recall that �* ranges
from zero to one, with all values equally likely).

The opposite inferences obtain at the right-hand side of the graph,
when the threshold is high and abstention nearly certain. Now the
single decision to abstain provides little new information, leaving the
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Figure 9.2 Harry’s Inferences About His Behavioral Propensity
of Indulging
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best guess of �* close to 0.5. Indulging is a big surprise, leading to a
sharp negative revision in Tom’s self-image. We have here the ingre-
dients for a “compulsive” adherence to a norm, where the virtuous
action is taken not because it leads to increased self-esteem but because
failure to adhere to the norm would trigger a harsh negative inference.
Indeed, as we can see from the upward sloping lines in figure 9.1, as
the threshold goes up and abstention becomes more certain, the inter-
pretation of either action—abstaining or indulging—becomes more
pessimistic. Positive expectations about behavior depress subsequent
inferences about dispositions is the paradoxical conclusion here.

Harry’s Inferential Problem

The situation is quite different for Harry, who cares only for the long-
run behavioral predictions that flow from the current action. First, the
inferential problem involves one extra step. Not only must he infer
something about his inclination but also must assess what this partic-
ular level of appetite implies about his behavioral tendencies. Harry
begins, therefore, with the analysis displayed in figure 9.1. Assuming
a particular threshold, indulging or abstaining leads to revised self-
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Figure 9.3 Tom’s Threshold Level of Desire
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Looking at Tom’s problem in figure 9.3 first, the point where out-
come utility of indulging matches diagnostic utility of abstaining is
given by T�. If desire is greater than T�, then outcome utility exceeds
diagnostic utility by a positive amount and Tom will indulge. Con-
versely, if desire falls below T�, then diagnostic utility of abstaining is
greater and Tom will abstain. A similar situation obtains for Harry,
whose dilemma is captured by the pair of graphs in figure 9.4. Again,
the threshold level of desire is given by T�, which is greater than the
diagnosticity-free level of T.

A key difference between Tom and Harry becomes evident when
the diagnostic component of utility assumes great weight—that is,
when there is tremendous concern about the diagnostic significance
of indulging. In that case, Tom will exhibit perfect behavior, and
never indulge. The outcome utility straight line in figure 9.3 will fall
entirely below the diagnostic utility line, indicating that T� � �2.
Tom is trapped by the asymmetric diagnosticity of the two actions:
abstaining is discounted for diagnostic motivation, and hence pro-
vides no reassurance, while indulging signals the worst. With Harry,
however, there is always going to be some chance that he will in-
dulge: the two lines in figure 9.4 always intersect. When concern
about diagnosticity is high, then the lines intersect near �2. If desire
is also high Harry will indulge, but will also attribute this—cor-
rectly!—to “special circumstances.” His estimate of his behavioral
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Figure 9.4 Harry’s Threshold Level of Desire
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tendency to indulge will remain low—truly an example of “having
one’s cake and eating it too.”

Three important points emerge here. First, self-signaling promotes
self-control, irrespective of whether a person is intrinsically (Tom) or
instrumentally (Harry) concerned about underlying dispositions. Sec-
ond, this conclusion follows even though there is full awareness of
diagnostic motivation. The model therefore instantiates Ainslie’s
(1992, 203) view that “doing good for its diagnostic value may not
invalidate that diagnostic value.” Although people may engage in
self-deception in many settings, self-deception is not necessary for
self-signaling. Third, compulsive behavior—not allowing for any ex-
ceptions—is more likely to emerge with intrinsic rather than instru-
mental self-signaling.

Although the model may look complicated, it is intended to de-
scribe something quite simple. A person is looking at his own behav-
ior just as he would look at the behavior of someone else. He ob-
serves a particular action (for example, to indulge) and draws from
it inferences about what this person is like, and how often he will
do this kind of thing in the future. Since the inferences are about his
own character and prospects, they are also a source of immediate plea-
sure and pain, which then contribute to his ability to exercise self-
control.
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Table 9.1 Diagnostic Motivation and Awareness: Two Ways of
Interpreting Actions

Preferences Free from
Diagnostic Utility

Preferences Subject to
Diagnostic Utility

Face-value interpreta-
tions of actions

I. Standard economic
model

• You do as you please
• Actions reveal who

you are

II. Normal self-decep-
tion

• You bias behavior to-
ward actions diag-
nostic of good
dispositions

• Improve future pros-
pects

• Create overly positive
intrinsic self-image

Interpretations dis-
counted for diagnostic
motivation

IV. Paranoid self-scru-
tiny

• You do as you please
• Second-guess actions

for nonexistent mo-
tives

• Overly negative in-
trinsic self-image and
excessive pessimism
about future pros-
pects

III. Rational self-signal-
ing

• You seek behavioral
perfection

• Tend toward “al-
ways” “never” rules

• Improve future pros-
pects

• Fail to improve in-
trinsic self-image (on
average)

Source: Authors’ compilation.

nostic motivation makes “good” actions more likely, yet this biasing
effect is ignored in making inferences. You generously give yourself
full credit for doing the good thing, even when part of the motive
was precisely to get the credit. The result is an excessively positive
self-image.7 As an empirical hypothesis, case 2 may be quite close to
the truth. There is much evidence that self-assessments are exces-
sively positive (for example, Taylor and Brown 1988). What is distinc-
tive about this particular explanation of excessive self-esteem is that it
doesn’t postulate any direct self-deception; the incorrect self-image is
a by-product of a cognitive blind spot, a lack of awareness that good
actions were motivated by diagnostic concerns.

The salient feature of the fully rational self-signaling model, shown
as case 3 in table 9.1, is that it leads to an escalation of virtuous con-
duct. Since good behavior is discounted for diagnostic motives, being
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Figure 9.5 Contingent Resolutions to Never Indulge
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again making abstaining more likely. The chronic discrepancy be-
tween future plans and actual behavior may therefore be explained
by the fact that the diagnostic utility of a resolution is immediate,
while the cost of the resolution in outcome utility is delayed; and
people fail to anticipate reversals in preference—that is, they are na-
ive in the sense of O’Donoghue and Rabin (1999, chap. 7 herein).

This account provides a common explanation of what are other-
wise different categories of dynamic inconsistency. Anything that se-
lectively lowers the weight of outcome utility (low physical salience,
uncertainty, time distance, and so forth) will result in choices being
more driven by meta-utility. When the weight of outcome utility is
restored, by making outcomes salient, certain, imminent, and so forth,
the person may regret the earlier choice.

Self-Signaling Without Awareness

The reader may wonder at this point whether the account presented
here rests on an odd combination of self-ignorance (that is, of one’s
own dispositions) and self-insight (that is, of one’s propensity to self-
signal). While we are certainly able to discount the behavioral signals
of other people when we suspect ulterior motives on their part, that
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Figure 10.1 Patience (� ) Increasing as a Function of Delay: A
Hyperbolic Discount Function
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delayed amount (LL) and an immediate amount (SS) that was varied
until they reached an indifference point. Regardless of whether they
use the choice or matching method, all the foregoing studies share a
common characteristic: SS occurs immediately or in the very near fu-
ture, while LL is delayed by differing amounts. The universal finding
is that the longer the delay to LL, the higher the value of �, and the
usual inference is � (patience) increases with delay according to the
manner depicted in figure 10.1.

These conventional methods are flawed because they confound
two factors, the delay and the interval. The delay is the time that inter-
venes between now and when the later outcome is to occur (t2 � 0);
the interval is the time separating the outcomes (t2 � t1). Delay and
interval are confounded when, as in the prototypical time-discounting
studies just cited, t1 is set to be equal to 0. This is made more concrete
with figure 10.2. A typical study (and all the foregoing studies are
typical in this way) might compare discounting over 6- and 12-month
delays. Not only does 6 months come before 12 months (these are the
delays), but the 0 → 6 month interval is shorter than the 0 → 12
month one. The standard finding therefore is that the longer the delay
and interval the higher the value of �. While this is typically inter-
preted as support for hyperbolic discounting—a theory about delay—
equally plausible is that this is due to interval length.

To put this more analytically, imagine a study in which discounting
is measured over a six-month and a twelve-month delay (as in A and
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Figure 10.2 Discount Periods Illustrating the Distinction Between
Delay and Interval

A

B

C

D

δ0→6

δ0→6

δ0→6(12)

δ0→6(18)

δ6→12

δ6→12

δ6→12(12)

δ6→12(18) δ12→18(18)
δ0→18

δ0→12

Intervals

0 months

Time

18 months

Delays

Source: Author’s configuration.

C of figure 10.2). The usual finding is that the average level of pa-
tience is greater for the twelve-month delay. From this observation,
increasing patience is inferred by assuming that the average level of
patience over a twelve-month delay can be decomposed into a period
during which average patience is equal to the standard rate for a six-
month delay (A: �0→6), and another period where the average level is
higher (B: �6→12). If we denote the implicit discount factors operating
over two six-month intervals when they are embedded in a twelve-
month delay as �0→6(12) and �6→12(12), then the full argument is:

Assumption 1: �0→6(12) � �0→6. That is, discounting for the first six
months is independent of whether that period is embedded in a
longer interval (as in C), or is isolated (as in A).

Assumption 2: �6→12(12) � �6→12. As with assumption 1, this means
that discounting for the second six months is independent of whether
it is embedded (C) or isolated (B).

Observation: �0→6 � �0→12. That is, average discounting for six unbro-
ken months (A) is greater than that for twelve unbroken months (C).

Conclusion: If assumptions 1 and 2 are true, and the observation is
made, then increasing patience follows, meaning the discount factor
is greater for the second six months than for the first:
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Figure 10.3 Notation and Terminology Used in Experiments
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ments, delays were decomposed into one or three intervals, so we
need only those symbols given in figure 10.3: �T�1 for the undivided
delay T, �T�3�1, �T�3�2, and �T�3�3 for each of the intervals from which it
is composed, and �T�3 for a delay that has been divided into three
equal intervals. The discount factor for the divided delay is the geo-
metric mean of the separate discount factors:

�T�3 � [(�T�3�1)(�T�3�2)(�T�3�3)]
1
3 .

(In this chapter, all discount factors are given in a standard form cor-
responding to average discounting over one year.)

The experiments test three hypotheses. For hypothesis 1, the null
hypothesis is additive discounting, which means that � is independent
of the number of intervals into which a delay is divided (�T�1 � �T�3),
and the alternate hypothesis is subadditive discounting, which means
that � decreases the more subintervals into which a delay is divided
(�T�1 � �T�3). Hypothesis 2, the delay/interval effect, is a statement of
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Table 10.1 Mean Discount Factors Per Year for All Conditions of
Experiments 1 to 4

Study
Variable
Amount Cond. �T�1 �T�3 �T�3�1 �T�3�2 �T�3�3

Exp 1: Times given
as month and year;
T � 24 months;
N � 32.

LL
SS

Choice
Choice

76
70

63
60

71
67

61
60

61
59

Exp 2: Times given
as number of
months delay;
T � 24 months;
N � 31.

LL
SS

Choice
Choice

73
66

57
54

60
54

54
58

59
55

Exp 3: Times given
as exact dates;
T � 18 months;
N � 16; “real”
choice.

LL
SS

Choice
Choice

74
75

55
58

59
61

53
54

57
62

Exp 4: Times given
as exact dates;
T � 36 months;
N � 38; two ses-
sions at least one
day apart.

LL
SS
LL
SS

Choice
Choice
Match
Match

81
81
85
85

72
77
78
81

72
75
76
79

71
77
78
83

72
80
79
83

Source: Author’s compilation.
Note: Values of � are given without leading decimal points.

patience would predict it would be lowest, and in experiment 3, �
was lowest for the middle interval (�T�3�2). The means of the SS-ad-
justed choice condition of experiment 4 also suggest increasing pa-
tience, but this pattern is not reflected in the median values of �, is
not replicated in the LL-adjusted condition, and was not statistically
significant. For choice, therefore, there was no evidence of increasing
patience. For matching, however, there was evidence of true increas-
ing patience and hyperbolic discounting. The magnitude of the in-
crease in � from the first to second period was small (.02 and .04,
depending on condition) but statistically reliable.

As seen in table 10.2, the test for hyperbolic discounting was not
statistically significant, but the fact that all the means (and medians)
are ordered as predicted is important, especially given the absence of
any effect for choice. These results therefore support Ahlbrecht and
Weber’s (1995) conjecture that increasing patience occurs in matching
but not in choice.



Subadditive Intertemporal Choice 311

Table 10.2 ANOVA Results for Crucial Main Effects, All
Hypotheses of Experiment 1 to 4

Experiment Condition F MSe Df p�

Hypothesis 1:
Additivity
1 Choice 36.8 .03 (1,30) .0001
2 Choice 68.5 .02 (1,30) .0001
3 Choice 57.3 .02 (1,15) .0001
4 Choice 36.8 .004 (1,36) .0001
4 Matching 26.7 .004 (1,36) .0001

Hypothesis 2:
Delay/interval
effect
1 Choice 5.01 .12 (1,31) .05
2 Choice 36.8 .03 (1,30) .0001
3 Choice 47.0 .01 (1,15) .0001
4 Choice 32.0 .006 (1,36) .0001
4 Matching 35.5 .005 (1,36) .0001

Hypothesis 3a:
True increas-
ing patience
1 Choice 16.2* .02 (2,30) .0001
2 Choice 0.11 .05 (2,29) .895
3 Choice 5.0* .02 (2,14) .05
4 Choice 2.4 0.012 (2,35) .13
4 Matching 5.5 0.025 (2,35) .001

Hypothesis 3b:
Hyperbolic
discounting
1 Matching 3.2 0.007 (1,36) .1

Source: Author’s compilation.
*Pattern of means inconsistent with the hypothesis of increasing patience/hyperbolic
discounting. See text.

Do Matching Results Fit the Predictions of
Hyperbolic Discounting?

The presence of increasing patience in matching warrants further con-
sideration of the extent to which it is as predicted by models of hy-
perbolic discounting. To determine this, I tested two simple one-pa-
rameter models of hyperbolic discounting by estimating discount
parameters from the first period � (�T�3�1), and then estimating how
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Table 10.3 Discounting Parameters Estimated from �T,3�1 and Observed
and Predicted Values of �T�3�2 and �T�3�3

�
Interval Timing Parameter Observed Predicted Diff. t(36) p

k-discounting
12 to 24 SS 0.33 83 84 �1 �1.27 0.21
24 to 36 SS 83 87 �4 �3.00 0.00
12 to 24 LL 0.39 78 82 �4 �2.14 0.04
24 to 36 LL 79 85 �6 �3.39 0.00

h-discounting
12 to 24 SS 0.37 83 87 �4 �3.86 0.00
24 to 36 SS 83 90 �7 �5.64 0.00
12 to 24 LL 0.44 78 85 �7 �4.36 0.00
24 to 36 LL 79 89 �10 �6.24 0.00

Source: Author’s compilation.

about why matching might lead to hyperbolic-like discounting while
choice does not. The purpose is to suggest some ways that psycho-
logical processes of time discounting might depend on the task used.
Second, the question of dynamic inconsistency, or time-based prefer-
ence reversal, is examined. If there is no hyperbolic discounting, then
how can dynamic inconsistency occur?

How Do Choice and Matching Differ?

The finding that increasing patience occurs in matching but not
choice raises the question of what different psychological processes
are used in the two methods. Although the present data cannot an-
swer such process questions, some speculations here are offered that
can form the basis for future research. Consider two ways of choosing
between the delayed amounts SS and LL. The first, here called the
delay method, is to compute the present value of each outcome and
take the one with the higher present value. The second is the interval
method, which involves focusing on the interpayoff interval, and de-
ciding if the difference in amount (LL-SS) can compensate for the dif-
ference in delay. Analogous processes can be used in matching. The
delay method means calculating the present value of the known out-
come, then determining what missing amount will make both out-
comes equivalent. The interval method means deciding what adjust-
ment to the known amount is needed to correspond to the stated
change in delay.
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Figure 11.1 Experience Profile
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Note: An example (based on Ariely and Carmon [2000]) of an experience profile and
three of its gestalt characteristics, based on the data of Subject 17 in the hospital study
(assessment of a painful day at a hospital). Peak is the maximum intensity, end is the
intensity at the final moment of the experience, and in this case slope is a single mea-
sure of the profile’s overall linear trend (in gray).

ported the pain they experienced on a 0 to 100 scale (0 represented no
pain, and 100 the worst pain they could imagine) every hour from 8
a.m. to 6 p.m. The figure indicates that the pain intensity for this pa-
tient was relatively high early in the day, then decreased, picked up
around 1 p.m., and generally improved thereafter.

Over the past decade, a substantial body of research has examined
summary evaluations of experiences such those previously described.
In particular, this research investigated the correspondence between
experience profiles and their overall assessments, the topic of this
chapter. To illustrate, Ariely and Carmon examined how hourly pain
reports such as those depicted in figure 11.1 corresponded to end-of-
the-day evaluations in which patients were asked to assess the overall
pain they experienced throughout the entire day. A primary motiva-
tion for this line of research has been the finding that when people
form summary assessments of experiences, they do not combine the
individual components of the experience profiles. Instead, a large
number of studies has repeatedly demonstrated that neither the sum
(integral) nor the average of experience profiles corresponds closely
to overall evaluations of their components (for reviews of this re-
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Figure 11.2 Responses of Four Elicitation Methods
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Note: Responses for the four experiments of Ariely and Loewenstein (2000), plotted
separately for each experiment, and each duration. The four experiments were: 1) Rat-
ings: ratings overall annoyance on a 0 to 100 scale. 2) Standard: ratings overall annoy-
ance on a 0 to 100 scale, relative to a constant known standard that was 50. 3) WTA:
minimum willingness to accept payments (¢) in exchange for the sounds. 4) Choice:
choice of each sound relative to a constant known standard. The measures are plotted
in the original response scale. Mean annoyance on a 0 to 100 scale for the Ratings and
Standard experiments. A monetary scale (¢) for the WTA experiment and the propor-
tion of choice of the standard over the focal stimuli in the choice experiment.

able. For many normative rules of choice, such as dominance (if A is
better than B on all dimensions, then choose A) or transitivity (if A is
preferred to B and B is preferred to C, then A should be preferred to
C), many people are persuaded that the rule should be followed after
it is explained to them, and they generally want to change their be-
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Table 11.1 Summary of Four Elicitation Methods

Rating Decision

Separate evaluation Experiment 1
(Separate ratings)

Experiment 2
(WTA)

Comparative evaluation Experiment 3
(Rating relative to standard)

Experiment 4
(Choice)

Source: Ariely and Loewenstein (2000).

cent work by Sonnenschein and Shizgal (2001). In their experiments,
rats working for brain stimulation placed much greater weight on the
duration of stimulation when the length of the reward could be com-
pared to other rewards. When rewards were presented separately, the
role of their duration was vastly diminished. Note that the role of
other gestalt characteristics such as the slope, final intensity, and peak
intensity did not differ across the four different elicitation modes,
suggesting that the role of duration is unique both in its sensitivity to
different response modes and with regard to how it is used.

Is Underweighing Duration an Error?

The relatively low impact of duration on overall evaluations (see fig-
ure 11.2) may suggest that people underweigh duration. This as-
sumes, however, a normative model of how duration should be inte-
grated, and what that normative model would be is not clear. One
complication is that people derive utility not only from the experience
in and of itself but also from anticipation and memories of the experi-
ence (Loewenstein and Elster 1992). Since these sources of utility can
be significant, to prefer a longer sequence of pain (with a larger inte-
gral of utility) could be perfectly reasonable, which leads to less dis-
utility from memory or anticipation. To the extent that pleasure or
pain from memory and anticipation are not themselves influenced by
duration, to weigh duration less heavily in choice can be normatively
defensible. Thus to prefer a longer colonoscopy that ends on a good
note to a shorter one that ends in excruciating pain can make good
sense if the longer procedure is remembered more favorably, or if the
next one is dreaded less, even if the sum of discomfort during the
longer procedure is greater.

Even if one could measure utility from memory and anticipation,
however, which would be exceedingly difficult, whether utility inte-
gration is a compelling normative principle would still be question-
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Figure 12.1 Refining Tastes
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restoring actions through the combined application of a carrot and
stick. The stick takes the form of specific discomforts, such as hunger,
thirst, and pain that motivate us to take action. The carrot is the in-
crease in pleasure that accompanies such actions. Both effects moti-
vate us to take actions to bring the system back into line. Thus a
decrease in our core body temperature produces intense discomfort,
and any actions that can increase one’s body temperature, such as
placing one’s hand in a bowl of warm water or drinking a hot bever-
age, become pleasurable. Our brains in effect produce transient
changes in preferences that induce us to take actions to reinstate ho-
meostasis. These combined effects can be modeled with the same
state-dependent preferences used to model endogenous change in
tastes. If st represents the level of a particular homeostatic mechanism
such as hunger, then the carrot corresponds to 

�2u(c,s)
�c�s

� 0,

and the stick to

�u(c,s)
�s

� 0.

Note that these are the same partial derivatives that define a nega-
tive habit. Moreover, as some goods and activities become more at-
tractive, others become less attractive, presumably so that the organ-
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Figure 14.1 Discounting Functions for Pigeons, Rats, and Humans
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Source: Mazur (1987); Richards et al. (1997); and Rachlin et al. (1991), respectively.
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Figure 14.2 Delay Discounting
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Source: Madden et al. (1997).
Note: The top panel describes the discounting of money by opioid-dependent individ-
uals and controls. The bottom panel describes the discounting of money and heroin by
opioid-dependent individuals.
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Figure 14.3 Delay Discounting of Cigarette Smokers
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Note: The top panel describes the discounting of money by current, never-, and ex-
smokers. The bottom panel describes the discounting of money and cigarettes by cur-
rent smokers.
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Figure 14.4 Delay Discounting for Money and Cigarettes
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Note: Median discounting parameters (k from equation 14.1) from Bickel et al. (forth-
coming) for the experimental group, which was paid money for abstinence, and the
control group who smoked normally. The left panel shows discounting for money and
the right panel shows discounting for cigarettes. Note the logarithmic scale for the
y-axis.

demonstrated that ex-dependent individuals or individuals who have
some degree of abstinence discount less than current drug-dependent
individuals and approximate controls who were never dependent.
Prospective studies demonstrated that discounting is quantitatively
flexible or dynamic in that discounting can increase and decrease de-
pending on conditions related to drug use. Specifically, during initial
periods of brief abstinence, discounting increased in opioid-depen-
dent individuals, while a longer period of abstinence resulted in less
discounting in cigarette smokers. Interestingly, some of these changes
are not only evident across drug reinforcers but money as well. In
conclusion, the data on the topic support that the discounting of de-
layed reinforcers meets the third criterion.
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Figure 17.1 Probability of Choosing Large-Purchase Quantity over
Small-Purchase Quantity, Given Discounts
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Source: Reprinted by permission, Wertenbroch, Klaus, “Consumption Self-Control via
Purchase Quantity Rationing of Virtue and Vice.” Marketing Science 17(4): 317–37.
Copyright 1998, the Institute for Operations Research and the Management Sciences,
901 Elkridge Landing Road, Ste. 400, Linthicum, M.D. 21090.
Note: Observed probability of choosing a large purchase quantity of potato chips (three
six-ounce bags) instead of a small purchase quantity (one six-ounce bag), given a pur-
chase and a shallow (7 percent) or a deep (40 percent) quantity discount for the large
size (adapted from Wertenbroch 1998).

ational temptation (being offered regular rather than reduced-fat
Oreos) and trait impulsiveness combined to enhance temptation and
a corresponding need for self-control, respondents showed a steeper
decline in their reservation prices per pack when offered two rather
than one package of Oreos than when these factors were not both
present. That is, the higher respondents’ need for self-control (driven
by an interaction of both situational and trait impulsiveness), the less
likely they were to buy more in response to unit price reductions.

Two field studies provided external validity to these experimental
results. The first field study showed that retail quantity discounts are
deeper for relative vices than for relative virtues, suggesting the less
price-sensitive demand that reflects purchase quantity rationing of
vices. The study compared quantity discount depths within thirty
pairs of consumer product categories (listed in table 17.2) that were
matched with respect to production technology, retailer and consumer
inventory holding and handling costs, and frequency and expand-
ability of consumption. Across the top ten pairs with the strongest
vice-virtue distinction, the average quantity discount was 25.7 percent
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Table 17.1 Numbers of Buyers Intercepted at the Point of Sale
and Endorsing Specific Reasons for Buying Different
Package Sizes

Small Sizea Large Sizeb

Reasons Cigarettes Vitamin C Cigarettes Vitamin C

Self-control 21 — — 6
Price 13 4 3 20
Convenience — — — 12
Other 6 3 — 2

Buyersc 28 7 3 26

Source: Wertenbroch (1994).
aSmallest package size (pack of cigarettes, 50 milligrams of vitamin C).
bAny larger package size (carton of cigarettes, more than 50 milligrams of vitamin C).
cColumn totals may exceed numbers of buyers due to endorsement of multiple reasons.

possibly associated feelings of guilt on additional consumption. Con-
sider table 17.1, which contains the unpublished results of an infor-
mal point-of-purchase survey of cigarette (vice) buyers at a large con-
venience store and vitamin C (virtue) buyers at a nearby health food
store in Chicago. Ninety percent of the cigarette buyers bought single
packs of cigarettes rather than cartons, while only 21 percent of the
vitamin C buyers bought the smallest package size (50 milligrams)
available in the store. When asked about their reasons for choosing
the particular package sizes that they had just purchased, they listed
budget constraints, perceived quantity discounts, and convenience
(that is, lower transaction costs). Yet 75 percent of those who bought
cigarettes by the pack also endorsed self-control as a reason, and 24
percent of those who purchased larger vitamin C containers did so.
Typically, cigarette buyers claimed to try to control their smoking by
having only a small inventory of cigarettes available at any given time.

To provide more controlled evidence of purchase quantity ration-
ing, Wertenbroch (1998) conducted two experiments and two field
studies comparing sales of products that corresponded to the defini-
tion of relative vices and (otherwise matched) relative virtues given
earlier. A choice experiment showed that consumers are more likely
to forgo quantity discounts for a large package size to ration their
purchases of a relative vice (fatty potato chips) compared with a rela-
tive virtue (fat-free potato chips). The results are shown in figure 17.1.
Using an incentive-compatible measure of reservation prices (see
Wertenbroch and Skiera 2002), a second choice experiment showed
similarly that consumers with a higher need for consumption self-
control exhibit less price-sensitive demand for Oreo cookies than con-
sumers with a lower need for self-control. Specifically, when situ-
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Table 17.2 Relative Vice and Virtue Product Categories in Field
Study 1 (Adapted from Wertenbroch 1998)

Relative Vices Relative Virtues
Mean Vice

Ratinga N

Regular salad dressing light salad dressing 2.95**** 130
Regular fat cream cheese light cream cheese 2.93**** 122
Regular processed cheese light processed cheese 2.77**** 125
Regular mayonnaise light mayonnaise 2.74**** 125
Ice cream frozen yogurt 2.69**** 134
Regular yogurt light yogurt 2.37**** 125
Alcoholic beer nonalcoholic beer 2.20**** 107
Regular ice tea low calorie ice tea 1.71**** 105
Sugared cereal low sugar cereal 1.64**** 134
Regular chewing gum sugarless chewing gum 1.50**** 131
Dunkin’ Donuts munchkins Dunkin’ Donuts muffins 1.44**** 115
Regular soft drinks diet soft drinks 1.35**** 127
Regular coffee decaffeinated coffee 1.34**** 98
Whole milk low fat milk 1.18**** 133
Butter margarine 1.17**** 133
Beef bologna turkey bologna 0.96**** 95
Regular tea decaffeinated tea 0.91*** 116
Regular cigarettes light cigarettes 0.68 28
Hairspray (aerosol) hair spray (pump) 0.53 75
Dexatrim Slimfast 0.53 30
Snacks with preservatives snacks w/out preservatives 0.51** 136
White rice brown rice 0.43**** 134
Sugared fruit drinks fruit juice 0.40** 134
Bleached flour whole-wheat flour 0.23 128
Pornographic magazines news magazines 0.22* 128
White bread wholegrain bread 0.17 128
Deodorant (aerosol spray) deodorant (roll-on) 0.16 123
Seltzer water natural spring water 0.14 125
Sugar brown sugar 0.11 133
Vegetable shortening vegetable oil �0.15b 126

Source: Reprinted by permission, Wertenbroch, Klaus, “Consumption Self-Control via
Purchase Quantity Rationing of Virtue and Vice.” Marketing Science 17(4): 317–37.
Copyright 1998, the Institute for Operations Research and the Management Sciences,
901 Elkridge Landing Road, Ste. 400, Linthicum, M.D. 21090.
aSee Wertenbroch (1998) for details of vice-virtue rating scales.
bMean vice rating was counter to hypothesized vice-virtue distinction (p � 1).
*p � .05, **p � .01, ***p � .001, ****p � .0001 in two-sided t-test.

for doubling the purchase quantity of the virtue, compared with a
much deeper 36.4 percent for doubling that of a corresponding vice.
A second field study used scanner data of actual sales records to
show that store-level demand for relative vices is less price-sensitive
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Figure 18.1 Discount Functions
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Note: Exponential: ��, with � � 0.944; hyperbolic: (1 � ��)��/�, with � � 4 and � � 1;
and quasi-hyperbolic: �1,��,��2,��3,...�, with � � 0.7 and � � 0.957.

lec 1992) weights events � periods away with factor 1/(1 � ��)�/�,
with �, � � 0. Figure 18.1 plots such a generalized hyperbolic dis-
count function. Note that the generalized hyperbolic discount func-
tion declines at a faster rate in the short run than in the long run,
matching the key feature of the experimental data.

To capture this qualitative property, Laibson (1997a) adopted a dis-
crete-time discount function, �1,��,��2,��3, . . . .�, which Phelps and
Pollak (1968) had previously used to model intergenerational time
preferences. This “quasi-hyperbolic” function reflects the sharp short-
run drop in valuation measured in the experimental time preference
data and has been adopted as a research tool because of its analytical
tractability. The quasi-hyperbolic discount function is only hyperbolic
in the sense that it captures the key qualitative property of the hyper-
bolic functions: a faster rate of decline in the short run than in
the long run. Laibson (1997a) adopted the term quasi-hyperbolic to em-
phasize the connection to the hyperbolic discounting literature in
psychology (Ainslie 1992). O’Donoghue and Rabin (1999a) call these
preferences present biased, and Krusell and Smith (1999) call them
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Figure 18.2 Simulated Mean Income and Consumption
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Source: Authors’ simulations.
Note: The figure plots the simulated mean values of consumption and labor income for
five thousand simulated households with high school graduate heads. The labor in-
come process is identical for households with either exponential or hyperbolic discount
functions. The income process is calibrated from the Panel Study of Income Dynamics
and includes a deterministic component and both persistent and transitory shocks.
Income includes government transfers and pensions, but does not include asset in-
come. Consumption includes both direct consumption and indirect consumption flows
of 5 percent of the value of the household’s illiquid asset holdings.

sumption, since consumers cannot borrow much against future in-
come. After all, in this model the credit card borrowing limit is 30
percent of one year’s income, which is not enough to smooth con-
sumption over the life cycle. Second, consumption needs peak in mid-
life, as the number of children increases. The number of children in
the household reaches a peak of 2.09 when the household head is
thirty-six years old. As the number of children declines, the house-
hold begins to support more and more adult dependents (that is, the
grandparents of the children), reaching a peak of .91 adult depen-
dents at age fifty-one.

Figure 18.2 also compares the consumption profile of exponential
households with the profile of hyperbolic households. These two con-
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Figure 18.3 Simulated Total Assets, Illiquid Assets, Liquid Assets,
and Liquid Liabilities for Households with Exponen-
tial Discount Functions
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Source: Authors’ simulations.
Note: The figure plots the mean level of liquid assets (excluding credit card debt), illiquid
assets, total assets, and liquid liabilities (that is, credit card debt) for five thousand simu-
lated households with high school graduate heads and exponential discount functions.

sumption profiles are almost indistinguishable, with small differences
arising at the very beginning of life, around retirement, and at the
very end of life. At the beginning of life, consumers with hyperbolic
preferences go on a spending spree financed with credit cards, lead-
ing to higher consumption than households with exponential prefer-
ences.6 Around retirement, hyperbolic consumption falls more steeply
than does exponential consumption, since hyperbolic households
have most of their wealth in illiquid assets, which they cannot cost-
effectively sell to smooth consumption. At the end of life, hyperbolic
consumers have more illiquid assets to sell, supporting a higher level
of late-life consumption.

The top panel of figure 18.3 plots the mean levels of liquid assets,
illiquid assets, and total assets for our simulated exponential house-
holds. Liquid assets include year-end liquid financial assets and 1/24
of annual labor income. The latter term adjusts for the fact that our
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Figure 18.4 Mean Illiquid Assets of Households with Exponential
and Hyperbolic Discount Functions
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Note: The figure plots mean illiquid assets for five thousand simulated households with
high school graduate heads with exponential or hyperbolic discount functions.

asset earlier and continue actively accumulating longer. Households
with hyperbolic discount functions are more willing to hold illiquid
wealth for two reasons. First, they view illiquid assets as a commit-
ment device, which they value since it prevents later selves from
splurging their saved wealth. Second, illiquid assets have the same
property as the goose that laid golden eggs (Laibson 1997a). The asset
promises to generate substantial benefits, but these benefits can only
be realized by holding the asset for a long time. Trying to extract
value quickly—by slaughtering the goose or selling the illiquid as-
set—reduces the value of these assets. Such illiquid assets are partic-
ularly valuable to hyperbolics, since hyperbolics have a relatively low
long-run discount rate.7

Hyperbolics and exponentials dislike illiquidity for the standard
reason that illiquid assets can’t be used to buffer income shocks, but
this cost of illiquidity is partially offset for hyperbolics since they
value commitment and they more highly value the long-run divi-
dends of illiquid assets. Hence on net, illiquidity is more costly for an
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Figure 18.5 Mean Liquid Assets and Liabilities
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Note: The figure plots mean liquid assets and liabilities over the life cycle for five thou-
sand simulated households with high school graduate heads with exponential or hy-
perbolic discount functions. Liquid assets include year-end liquid financial assets and
1/24 of annual labor income, representing average cash inventories resulting from
monthly income.

exponential household than for a hyperbolic household, explaining
why hyperbolics hold a higher share of their wealth in illiquid form.

Conversely, households with hyperbolic discount functions tend to
hold relatively little liquid wealth. Figure 18.5 plots the average liquid
financial assets and credit card debt for the two types of simulated
households. Households with hyperbolic discount functions hold far
more credit card debt and lower levels of liquid assets than house-
holds with exponential discount functions. The hyperbolic house-
holds end up holding relatively little liquid wealth and high levels of
liquid debt because liquidity tends to be used to satisfy the hyperbolic
taste for instant gratification. Households with hyperbolic discount
functions view credit cards as a mixed blessing. Credit cards enable
future selves to splurge (which is viewed as a cost) but credit cards
also provide liquidity when income shocks hit the household.
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Table 18.1 Percentage of Households with Liquid Assets Greater than
One Month of Income

Simulated Data Survey of Consumer Finances

Age Group Exponential Hyperbolic Definition 1 Definition 2 Definition 3

All ages 0.73 0.40 0.37 0.42 0.52
20 to 29 0.52 0.34 0.18 0.19 0.26
30 to 39 0.72 0.39 0.21 0.24 0.36
40 to 49 0.72 0.38 0.26 0.31 0.42
50 to 59 0.76 0.43 0.35 0.41 0.50
60 to 69 0.91 0.42 0.58 0.58 0.76
70 � 0.77 0.46 0.62 0.71 0.78

Sources: Authors’ simulations and 1995 Survey of Consumer Finances.
Note: The table reports the fraction of households who hold more than a month’s income in
liquid wealth. Three different definitions are used for liquid assets.
Definition 1 includes cash, checking and savings accounts.
Definition 2 includes definition 1 plus money market accounts.
Definition 3 includes definition 2 plus call accounts, CDs, bonds, stocks and mutual funds.

does a poor job of approximating this survey data. The exponential
profile lies everywhere above the empirical profile, with a decade-by-
decade mean square difference of 11 percentage points. The simula-
tion of households with hyperbolic discount functions does a much
better job of approximating the empirical measures of liquid wealth
holding. The hyperbolic profile intersects the empirical profile, with
a decade-by-decade mean square difference of only 3 percentage
points. Yet the hyperbolic simulations do not predict the sharp empir-
ical rise in liquid wealth holding over the life cycle.

In table 18.2 we evaluate the theoretical models by analyzing the
simulated quantity of liquid assets as a share of total assets, what we
call the liquid wealth share. In the data from the Survey of Consumer
Finances, the average liquid wealth share is only 10 percent (using the
intermediate definition of liquid wealth). Neither the exponential nor
the hyperbolic simulations come close to matching this number,
though the hyperbolic simulations are a bit closer to the mark. This
failure may arise because illiquid assets in the real world are less illiq-
uid than illiquid assets in our simulations. By lowering the transac-
tions costs of our simulated illiquid assets we can increase our simu-
lated consumers’ willingness to hold illiquid assets. In addition,
liquid assets in the real world may provide a lower rate of return than
liquid assets in our model. If most liquid assets are checking account
balances—instead of stocks and corporate bonds—then the liquid re-
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Table 18.2 Share of Assets in Liquid Form

Simulations Survey of Consumer Finances

Age Group Exponential Hyperbolic Definition 1 Definition 2 Definition 3

All ages 0.50 0.39 0.07 0.08 0.15
20 to 29 0.97 0.86 0.10 0.11 0.16
30 to 39 0.65 0.46 0.05 0.06 0.11
40 to 49 0.35 0.24 0.04 0.05 0.08
50 to 59 0.20 0.13 0.04 0.05 0.09
60 to 69 0.27 0.12 0.09 0.10 0.20
70 � 0.57 0.56 0.09 0.12 0.24

Sources: 1995 Survey of Consumer Finances and authors’ simulations.
Note: Liquid asset share is liquid assets divided by total assets.
Three different definitions are used for liquid assets.
Definition 1 includes cash, checking accounts, and savings accounts.
Definition 2 includes definition 1 plus money market accounts.
Definition 3 includes definition 2 plus call accounts, CDs, bonds, stocks and mutual funds.
Three complementary definitions are used for illiquid assets.
Illiquid assets includes all assets not included in the corresponding liquid wealth definition,
plus IRAs, DC plans, life insurance, trusts, annuities, vehicles, home equity, real estate, busi-
ness equity, jewelry, furniture, antiques, and home durables.

turn may be lower than 3.75 percent. A lower liquid return would
increase the relative appeal of the illiquid asset.

Revolving credit—that is, credit card borrowing—represents an
important form of liquidity. Low levels of liquid net assets are natu-
rally associated with high levels of credit card debt. At any point,
only 19 percent of simulated consumers with an exponential discount
function borrow on their credit cards compared with 51 percent of
those with a hyperbolic discount function. By comparison, in the 1995
Survey of Consumer Finances, 70 percent of households with credit
cards report that they did not fully pay their credit card bill the last
time that they mailed in a payment. Both of the simulated results are
low relative to this empirical benchmark, but hyperbolic simulations
do come closer to matching the available data.

Analogous results arise when we measure the average amount bor-
rowed on credit cards. On average, simulated households with expo-
nential discount functions owe $900 of interest-paying credit card
debt, including the households with no debt. By contrast, simulated
households with hyperbolic discount functions owe $3,400 of credit
card debt. Empirically, the actual amount of credit card debt owed per
household with a credit card is over $5,000 (including households with
no debt, but excluding the float).8 Again, the hyperbolic simulations
provide a better approximation than do the exponential simulations.
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